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Abstract—Wireless mesh networks are considered as a poten- be “configured” rather carefully to deliver reasonable perfor-
tial attractive alternative to provide broadband access to users. mances. In particular, such networks will most probably use
They have been studied extensively by the research community ., \fict-free scheduling as opposed to random access protocols

since they raised a lot of new issues due to their unique _. it i -k that the latt ield rath I
characteristics. Here, we focus on scenarios where these networks>"Ce€ LIS well-known that the [atter yield rather poor overa

are installed and managed to provide broadband access to a throughput. Configuration could mean many different things

set of fixed nodes. While a lot of research has been done onin different contexts. Here, we assume that the positions of the
this type of networks, there are very few insightful engineering nodes and the gateway are known in advance, that the traffic
results that can help network operators deploy and manage such flows are from the nodes to the gateway and the gateway from

networks. It is the objective of this paper to present some major th d dh fi i f tlv to admissi
engineering insights on such networks. We limit our scope to € nodes, and hence conhiguration reters mostly o admission

networks that are single rate and in which all nodes use the control, routing (since the network is multi-hop), power and
same transmit power. In particular, we quantify the advantage of rate control, and scheduling. Because the traffic is aggregated,
multi-hop over single-hop. We illustrate the importance of multi-  the network is “managed”, and the nodes are fixed, which
path routing over single path routing, and of optimal routing means that the channel gains can be assumed quasi time-

versus min-hop routing. We revisit the notion of spatial reuse. . iant A7) th fi tion is stati d will ch
Finally we present results showing the importance of selecting invariant, (see [4]), the configuration is static and will change

an appropriate interference model. only when new nodes are installed or nodes fail.
Index Terms—Wireless mesh network, throughput, interfer- From a modeling standpoint, many interesting problems
ence model, routing, scheduling. can be formulated to find the “optimal” configuration(s) of
a wireless mesh network. Clearly the notion of optimality
. INTRODUCTION depends on the problem being defined and the most general

E91r53blem is a joint routing, scheduling, power control, rate
ntrol and even (nodes and gateway) positioning problem.
e reader is referred to [8], [1], [11] for papers on that
ic. In some of these studies, simplistic assumptions on
i I%interference model are taken. In others, sub-problems are
sidered (e.g., the routing is fixed or there is no power
trol). However, most of the studies usually stop short of
owing the engineering insights that such models can provide
59WMN operators. In [9], we have formulated and solved a
joint routing, power and rate control and scheduling problem

based on max-min throughput. In [10], we have developed
@ very powerful computational tools to solve this joint problem.

Mesh + | ¥ These tools allow us to present here optimal configuration
~N e results for networks of up to 50 nodes, which we believe
\'\ fiosh Mesh is a first. It is the objective of this paper to present the

Y W v main engineering insights that were obtained as a results of
/M\ N /‘/ our studies reported in [9] and [10]. We limit our scope to

=h Router networks that are single rate and in which all nodes use the
~N 2= N \Rwrlftgr/ same transmit power. We focus on the following four issues:

Wireless mesh networks (WMN) are considered as a pot
tial attractive alternative to provide broadband access to us
They have been studied extensively by the research communi
since they raised a lot of new issues due to their uniq
characteristics. We focus on scenarios where such networks
installed and managed to provide broadband access, throG§hA
a gateway connected to the Internet, to a set of fixed mecsh
routers called nodes in the following, each serving ma
users (see Fig. 1 for a typical scenario). These networks

Mesh

[

1. Can we quantify the advantage of multi-hop over single-
hop?

2. How more efficient is multi-path routing versus single

usually multi-hop, power constrained, interference-limited and  path routing and how good is min-hop routing when

are expected to carry high throughput. Hence, they need to compared with optimal routing?

Fig. 1. A WMN with uplink and downlink flows.



3. What is the relationship between spatial reuse and per-Admission control: The joint routing and scheduling prob-

formance? lem that we will formulate in Section 1I-D yields the optimal
4. What is the impact of different interference models orate vectorA* used for admission control, i.e., a floy is
performance and configurations? rate-controlled to\}.

We organize the remainder of this paper as follows. I ppysical Layer Model
Section I, we present our modeling framework. Detailed

. L . Each link! € £ is identified byo(l) its transmitter and,
studies to give insights on the above four questions are: . . . .
. ) : d(l) its receiver.P is the transmit power used by all nodes
presented in Sections Il to VII. We finally conclude our pap

. : e(llrncluding the gateway) anddenotes the data rate of the links
in Section VIII. S . .
in bits per second since we have assumed that there is only
one modulation/coding scheme.
We assume that in a given time slot, a packet transmission
We model a WMN as a selN of nodes and a setZ on a link! is successful if theignal to interference plus noise
of directional links, with [N| = N and || = L. Each ratio (SINR) is greater than a thresholtj namely:
nodei € N has a location(z;,y;). We denote byl; the Gy P
set of links incident (inbound or outbound) to a nodeA M= N P
link I € £ is identified by its source-destination pair. Let 0+ 2rea, Gri
F : |F| = F denote the set oflows. A flow f € F is HereGy denotes the channel gain onGy/; the channel gain
identified by its source-destination pdif,, f;) and has a rate from o(I’) to d(l), A, is the set of linkg’ # [ that are active
Ar. In the following subsections, we will describe the networkn the time slot under consideration, and, is the average
operations, the physical layer model, the interference modedlsermal noise power in the operating frequency band. The
and finally the joint routing and scheduling problem that wehannel gain of a link of lengthd is assumed to be given by
are solving to configure the network. The descriptions ai€;(d/dy)~", where K] is taken to bel here without loss of
based on the assumptions made earlier (single power, singdmerality,d, is the close-in reference distance amds the
rate, etc.). The models proposed and analyzed in [9], [10] grath loss exponent.
much more general.

Il. MODELING FRAMEWORK

>3 VieL 1)

C. Interference Models

A. Network Operation We now present several interference models that yield
. L different link conflict structures. The essence of each conflict

To .br|dge the 9ap be.tween the qptlmlzatmn problem th(?fructure is the concept afdependent set (ISét)a set of links
we will present in Section II-D, which is based on a flui hat can operate at the same time without interfering with each

model, and the realls.tlc WMN Fhat we want to conflgur%ther_ We denote b¥ the set of all ISets and Ly, the set of
we present below a brief description of the network operatlcigetS that contain link

as we see it and highlig_ht hQW our model departs from this 1) Node Exclusion (NX) ModelTwo links I = (i, j) and
reality. We_ assume t_hat time is slotted, exactlly one packet can_ (i, j) do interfere with each other if= ' \Vi = j'v/j —
be tra_msmltted per time glot qnd that there is no packet Io;,s\./j —'j'. Therefore, a set C £ is an ISet only if
The time slots are organized in frames.
Routing: We consider multi-path routing in this paper S s g A s p il N s g r o
except when otherwise stated. We denote7by the set of PEENEFAIETNG LT VLT €. @
all routes that can be used kyand blef the set of routes Remark This NX model iscommonto all other interference
of f going through linki. The fraction of flow f routed on models, as the radio constraints it represents, namely that a
r€Ryis ¢, henceZTGRf ¢} = 1. Letp = [¢}]rer; . rer node cannot transmit and receive at the same time, transmit
Scheduling Denote by S the power set of£. A link to multiple nodes at the same time or receive from different
schedule is anS|-dimensional vectorx = [o,],cs such that nodes at the same time, are our assumption.
as > 0 if s € S is scheduled, otherwise, = 0. We interpret ~ 2) Interference Range ModelThis model has been pro-
o, as the fraction of time slots in the frame allocated to Bosed by [8]. Denote byi;; the distance between nodes
link sets. We will define later the notion of independent seté and j. For two links I = (i,j) and I’ = (i’,5"), let
and o, > 0 only if s is one. We require that in a framed(!’,l) = di;. Given the transmit power” and the SINR
>,z s < 1. Our problem formulation defined later does noiresholds, we denote by the maximum transmission range
explicitly assign time slots within a frame to independent sets = do(3No/P)~'/". We also define a parameter > 1
but compute the values af,. Although there are many waysto represent the fact that the interference range is usually
to assign time slots within each frame, a specific assignméafger than the transmission range. Therefore, the linksd
does not affect network throughput although it does have &nbelong to the same ISetiff the NX condition (2) is met
impact on other QoS requirements such as delay and jitter. @ed both conditiong/(I’, 1) > or andd(,!) > or hold.
do not address the scheduling problem to this level of details__ _ _ _ o _
This terminology could be slightly misleading since it is not equivalent to

in this paper; 'nFereSted readers are referred to [2] and ttlﬂg independent set concept in graph theory. However, we use it in order to
references therein. be consistent with the literature.



Note that under this interference model, a set of links is ana*
ISet if the two conditions above are met for all pairs of links independent set8* = {s|s € 7, as > 0}.
in the set. The detailed mathematical formulation of tjwnt routing
3) Capture Threshold ModelThis is the model used in the and scheduling problertJRSP) is omitted; interested readers
ns2 network simulator [3]. In this model, taking into accoungre referred to our previous work [9] in which we focus on
our assumption that all the transmit powers are the same, liffaximizing the minimum flow rate. In the following, rather
I interferes with linki if than focusing on how to solve JRSP, we investigate in detail
Gu the engineering insights provided by the solutions of JRSP
Gy () for different network topologies that are described in the next
Therefore, the links and!’ belong to the same ISatiff the section. These solutions are obtained thanks to our recently

NX condition (2) is met and both conditiorG;;/G;; > 0 developed computation tools [10].
and Gy /Gy > 8 hold. I11. NETWORK SCENARIOS AND PRELIMINARY RESULTS

Note that under this interference model, a set of links is anAmong the many network topologies that we have studied
ISet if the two conditions above are met for all pairs of link§, . -hoose the four randomly generated ones shown in Fig 2

in the set_. _ . as representatives. For each network, we call the flow pattern
4) Additive Interference ModelWhereas the two previous

the scheduling vector along with the corresponding

<pB

interference models are only concerned with pairwise (binary¥ o s . o
link conflict, this model [6] captures a more realistic situation: e LI o w o« .
the interference to a certain link is the cumulative interference| | . . . % o
from multiple links that are active at the same time. Hence, i “
under this interference model, a sef £ is an [Set iff: oe = e 20 ‘e °
GllP > Vi 4 * ° o ° ° : ' :.
c S. ° °
No + Zl’Es:l/;ﬁl GyP — b @ . . e o .- « °
and the NX condition (2) is met. ’ .. . T * .
0 0 )

D. Joint Routing and Scheduling Problem (JRSP) vt w(a) 1Fian(j;0a.25 e v m(b) Eanszof e
We are now ready to formulate a class of joint routings c e Te s0 o .
and scheduling problems. Note that since we have assumét o * o @ Ce e o °

. ol ® ° 4 40 [ [
that all nodes use the same transmit power and the sani{ . P R N
modulation/coding scheme, this class of problems does not e %% B Tte e
include power control (see [9] for a more general version, . ° Lomoe e e Lomt .t
of this problem). While the network operation was described,| « = o
above in terms of time slots and packets, the JRSP is baset . * of . e - ®
on a fluid model. The inputs of this class of problems are: o e L * . LA
N a set of N nodes along with its location vector ° S . S Y - .
[(z1,91), -, (xn,yn)], Where (z;,y;) € R? for R IR SN R R
ic N (c) Rand50a. (d) Rand50b.

L a set ofL links given a transmit poweP and a mod- Fig. 2. Four randomly generated WMN topologies: (a)-(b) 30-node and
ulation/coding scheme characterized by a normalizéd-(d) 50-node

rate and a SINR threshold. in which every node has a flow to the gateway (represented by

F a set of I' flows characterized by its vectorg “square” node in the picture) @®nvergingand the pattern
(fs: fa)y o ( f7ff)]v where (fZ, f) € N2 and in which the gateway has a flow to each nodedasrging
fo # fy for f* € F, and its rate vectoh = We assume thaf, = 0.1m andn = 3. As mentioned earlier,
A1, AR] we consider one particular utilitff(A) = min(Ay,--- , Ap),

U(A) a utility (vector) function that measures the satisfagind we call\* the max-min throughpubf the WMN. Also,

tion (of the flows) on the rate vecto. we fix the ratec = 1, take 3 = 6.4dB, and we investigate the
Given a certain interference model (taken from those definegdtimal throughput as a function d?.
in Section II-C), we are interested maximizing the utility The main engineering insights for this type of networks that
U(A) by optimizing over all possible routing and schedul- were reported in [9] can be summarized as follows:
ing «. The solution of the problem includes the foIIowing 1. The max-min throughput of such networks is a non-
information: decreasing function of?. Hence, even if WMNs are
A*  the flow rate allocation vectar\;, - -, \%). interference-limited, it pays to use high transmit power.
¢*  the routing control vector along with the correspond- 2. The largest achievable max-min throughput (recall that
ing routing paths for all flows. it is a per-flow throughput) i§ /N if the flow pattern is



Network | Psu (dBm) | P (dBm) [ Psu/P (dB) ]

diverging or converging andl/2N if the flow pattern is |

both diverging and converging. This max-min throug _RRandjé)g (Cé)_”"erging gggg 'gg'gg g';g
put can be achieved in a single-hop setting if the trans 1ihai%30ba(go'xsgg;% :23‘25 :28'75 T ED
power is greater or equal Wy = FNo(D/do)"” Where | Rangsop (diverging) || -23.25 | -28.75 5.50
D is the largest distance between the gateway and ®and50a (converging 18.25 26.25 8.00
node. Note that the throughput is limited by the fa¢t Rand50a (diverging) -18.25 -25.50 7.25
that the gateway cannot receive (or transmit) more thamand50b (converging)|  -19.00 -25.75 6.75
3. For a given P, the max-min throughput can usually TABLE| B
be obtained for more than one optimal configurations. MULTI-HOP ADVANTAGE: Psh, P, AND Psp/P.

Usually these configurations are so complex that no
simple rule can be deduced from them. For example,
it is not possible to say in general whether it is better . . . . . . .

to use power for range or for making the links moréeenon VI, this result is obtained with relatively low spatial

o . . reuse
robust against interference, whether multi-path routm@ . :
is crucial, and whether spatial reuse is an importagt Note that Table | has been obtained assuming fhat

indicator of good performance. 4dB. Table 1l shows,_for a partlcglar network, t_h_at the multi-
‘hop advantage as defined above is rather sensitive to the value

In the next sections, we provide more insights by addressqagﬂ' This is not surprising since the larger tiiethe lower
the four questions posed in the introduction. Except WheRe potential for spatial reuse.

stated otherwise, all the results are obtained with the additive

interference model. ’ 3 (dBm) H Psy (dBm) \ P (dBm) \ P%H (dB) \
6.4 -22.50 -28.25 5.75
IV. THE MULTI-HOP ADVANTAGE 9.4 -19.50 -24.25 4.75
11.2 -17.75 -18.75 1.00
Given a WMN of N nodes and one gateway, multi- 16.4 12.50 12.50 0.00
hop communication obviously allows connectivity at much 18.2 -10.75 -10.75 0.00
lower transmit powers than single-hop communication. In TABLE Il

this section, we will discuss and quantify another advantage MuLTi-HOP ADVANTAGE AS A FUNCTION OF 3 FOR RAND30A.

of multi-hop over single-hop under the additive interference

model: multi-hop communication enables us to obtain the

maximum aqh|evable throughput as defined gboye at muck\/' THE MULTI-PATH ADVANTAGE AND WHAT ABOUT

lower transmit power than single-hop communication. Hence, 5

using multi-hop, we gain both by providing connectivity at low MIN-HOP ROUTING?

power, something which we cannot do with single-hop, and by N t_his section, we are trying to address the following three
offering the maximum achievable throughput at much lowé&estions:

power which comes at the cost of a more complex network 1. How much do we gain in throughput by allowing each
operation. Single-hop communication is much simpler since  flow to be routed on as many routes as necessary?

it does require routing and the scheduling is a simple round-2. Is min-hop routing a good routing scheme for scheduled
robin while using multi-hop involves the need for routing and ~ mesh network?

more complex scheduling. However the results below indicate3. Is the impact of cross-layer design on performance
that this complexity is worth it. important?

Let Psg be the transmit power that allows every noddo answer the first question, we formulated a single-path
to have a single-hop connection with the gateway, and hetrsion of our JRSP. The problem becomes an integer program
P be the minimum transmit power for which the maximunthat is much more difficult to solve and requires a different set
achievable throughput can be obtained via multi-hopping. Botti computational tools. Figure 3 shows the max-min through-
Psy and P can be found at the intersection of the twgut obtained for a 30-node randomly generated network for
vertical lines shown in Fig. 5 with the-axis. We characterize both the single path and the original multi-path problem.
this “multi-hop advantage” byPsy/P. Table | shows the Clearly, multi-path does not bring a significant increase in
above quantities for different networks. We see that multihroughput since the single-path max-min throughput is never
hop networking achieves the maximum achievable max-miore than2% below the multi-path value. This is true for
throughput with a transmit power often 4 (or more) times lowexdl the scenarios that we have studied with converging and
than the power needed for single-hop communication. Thisd#&serging flow patterns.
made possible by allowing spatial reuse, i.e., the activation ofAnswering the two other questions is much more difficult.
more than one link at a time. Using single-hop communicatioffe try to quantify the importance of cross-layer design
at Psy, the bottleneck is the gateway as only one link can lierough the choice of the routing. Many networks use min-hop
active at a point in time. Surprisingly, as we will show irrouting because it is simple to compute and implement. This



maximum size of an 1Set i8 while it is 12 for the 50-node
networks. It was our conjecture that an optimal configuration
would rely heavily on those large independent sets which
would mean that scheduling would be a very complex and
opaque process. Surprisingly, this was not true, at least for the
diverging and converging traffic patterns that we have studied.

For each network scenario shown in Fig. 4, we first compute
the optimal throughput curves (a function of the transmit
power) without any restrictions on the size of the independent
sets. Then we compute the throughput obtained by restricting
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(a) Rand30 (converging). (b) Rand30 (diverging).
can be done either without any consideration for lower layers. .
for example by using a simple Dijkstra’s algorithm or by using, ! , = e T i ey
some information about the lower layers to find a "good” min; | ; /’f } f,ﬂ‘
hop solution. We want to compare these two options with the< | A oo ,
multi-layer design that we have presented here. ——HSetsize = 1
[ M'HSetswzeéZ /
Note that there might exist many min-hop paths between’a’ W Heotsizo<3 e
source .dest|nat|on. pair. Wg computeq the max- min throgghp‘iﬁ | /»*‘ | | HSetsizess Mw =
for a min-hop routing obtained by using Dijkstra’s algorithm,®”s s -z g 20 6 N B

i.e., we formulated a pure scheduling problem by fixing the

routing in JRSP. This min-hop is represented by the green

curve in Fig. 3. We have also formulated a "cross-layer” mirfdg- 4. Optimal max-min throughput under constraints on the maximum size
. . Sets.

hop problem in which we try to compute for eadh the

best possible min-hop path for each flow. This probIem\}i;

(c) Rand50a (converging). (d) Rand50b (converging).

computationally hard to solve and this is why the pink cur e size of the ISets that can be use to be less or equal to

in Fig. 3 is limited to a small portion of the power range_respectlvel)f/,QQ,l'Sl,( and 4)5 Cor?]pzrngdthftﬁaséSet St 2 (a ith
From this, we can see that simple min-hop routing can aximum of2 links can be scheduled at the same time) wi

very inefficient while the “best’ min-hop routing, i.e., the ISet = 1 (corresponding to no spatial reuse), it is obvious that

one selected by taking cross-layer into consideration, is mu t&?re Is a big advantage to allow some level of spatial reuse.
better but still somewhat far from optimal. However, the gain obtained by allowing more spatial reuse,

e.g.,ISet < 3 is not high as compared to usidflet < 2. In
VI. REVISITING SPATIAL REUSE fact, in all the four cases, the max-min throughput obtained by

It is a common belief that the advantage of multi-hoppintjmiting the size of the ISets to 2 is never more thax¥ below
stems from spatial reuse and that the more spatial reuse i optimal value. MoreovelSet < 4 yields a throughput that
better. In this section, we revisit this notion in some detailés barely distinguishable from the optimal one. This is rather
Spatial reuse is the ability for a network to schedule multipRUrprising since it seems to indicate that even moderate spatial
links at once without creating harmful interference. In thd€use is enough to reach excellent throughput. We believe that
sense, it is related to the size of the independent sets (ISeif3§. reason for that is that our traffic patterns are very much
For a givenP, we can compute the feasible links, i.e., thosgateway-centric and hence as discussed in [9], the performance
that have a lengtll > do(8Ny/P)~'/7, and from them the Of the network can only be improved by trying to “always”
ISets using (4) and (2). As discussed in [9], the number 8€hedule one link to or from the gateway. This result is very
ISets is non-decreasing with. However, we found that for a important since computing the throughput by limiting the 1Set
large number of randomly generated networks, the maximuize to 2 or 3 makes the computation and possibly the network
size of an ISet is constant for alt’s that yield connectivity. Operation much simpler.
This is not true for grid networks for which the maximum size Finally, note that as mentioned in Section 1V, the multi-hop
of an ISet is very dependent df. For example, for the 30- advantage is obtained with ISETs of size 3 and in some cases,
node randomly generated networks illustrated in Figure 2, tegen with ISETs of size 2.



VII. | MPACT OF THE INTERFERENCEMODEL single-hop. We showed that in medium size WMNs, multi-

In this section, we investigate the impact of using differefloP networking achieves the maximum achievable max-min
interference models on the optimal solution of JRSP. As throughput with a transmit power often four times lower than
additive interference model captures a more realistic interfél® Power needed for single-hop communication as long as
ence relation, we use it as the benchmark and compare @ SINR threshold is not too high. This is made possible by
interference range and capture threshold models against it. f)@Wing spatial reuse, i.e., the activation of more than one link
have presented similar results in [7] for a network with nodé¥ @ time. We also showed that while multi-path routing is not
regularly deployed on a grid. Here we consider a scenaR$eviding much higher max-min throughput than single-path,

where 30 nodes are arbitrarily deployed and we report offoSS-layer design, i.e., joint routing and scheduling is much
results in Fig. 5. better that using any min-hop routing combined to an optimal

scheduling. The study on spatial reuse showed us that even

0.036 moderate spatial reuse is enough to reach excellent throughput.
This has a potential operational impact that we will investigate
0034 1 further. Finally, we illustrated the importance of selecting an
0.032} i appropriate interference model.
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