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by first obtaining an upper bound on its objective by relaxing
the integer constraints. We then use simple UA rules (see
Section Il for more details) to obtain a feasible solutionose
objective is within10% of the upper bound.

Abstract—Most of the literature on heterogeneous cellular
networks is focused on analyzing them as a single macro cell
embedded with small cells. In this paper, we take a global
perspective and analyze the effect of deploying small cells on
the performance of a network comprising several macro cells.
We identify potential locations for low-power base-stations based Location planning and selection for small cells is one of
on the coverage patterns of the macro cells and propose three the least investigated aspects of HCNs. It is often assuhmd t
schemes for placing the small cells. Using the model recommended they are either symmetrically placed in the macro cell [8], |
by 3GPP, we show that by judiciously installing just two small o that they are uniformly distributed in the macro cell [$] o
o e et v gy (hal they are placed close t the hot spots [6], [3]. Alhaugh
increase the performance of the network significantly & 45%). placing the smgll qells within the |nte_r|_or of the macro cell
An added benefit of our schemes is that we can switch off the S€€MS n_atural, it might be more beneficial to place '_[hem at the
macro base-stations at night (when the number of active users is intersections of the macro cells where the coverage is wedk a
low) and significantly reduce their operation cost. the interference is strong. To the best of our knowledgesethe

type of location placements for small cells where they aperl
with more than one macro cell have never been considered
in the literature. In this paper, we identify two sets of such

Cellular networks have witnessed an overwhelming growttpotential locations for small cells within a homogenousutat
in data traffic in the last decade and this trend is expected tnetwork and propose three different schemes of installing
continue in the future [1]. Thus, there is a need to increhse t small cells based on these locations. Also, unlike most ef th
data capacity of these networks. For a long time, the state-oliterature, we assume that the resource allocation to thal sm
the-art architecture for a cellular network has been toaepl cells is done at the network level globally. We also do not
only one type of large base-stations, known as the macroonsider the scenario with hot spots and assume that the user
base-stations (MBS), regularly over a large area, resultinare uniformly distributed in the network.
in a homogenous cellular network. However, this approach
is no longer sufficient to meet the exponentially growing
demand for network throughput. Deploying additional low-
power base-stations (e.g., pico base-stations (PBS)ofease-

stations (FBS), etc.) is one of the most promising appraach - X : . e
to increase the throughput of the network in a cost (andgociation and scheduling) and we are interested in maxigizi
it. Using this metric, we show (via numerical results on a

energy) effective manner [2]. However, this now results in a] K th sinaly sianifi f .
heterogeneous cellular network (HCN) structure. Smallisel 1arg€ network) that surprisingly significant performaneeng
o 45%) can be achieved by judiciously deploying just two

the generic term used for base stations that are deployed 5y : - X
the operator and have either a wired (e.g., pico) or a wiseles mall cells for_every macro cell. For this numerical evaluat
(e.g., relay) link to the backhaul network. There has been ¥/€ have considered the model recommended by 3GPP [8].
large research thrust on HCNs which has established that the Qyr main contributions are as follows.

deployment of small cells indeed improves the throughput of
cellular networks. However, most of this research is foduse 1)

I. INTRODUCTION

In this paper, we consider proportional fairness as the
fairness criteria [7], [3]. Thus, the geometric mean (GM)
throughput of all the users is the performance metric of a
iven network configuration (i.e., resource allocatiorgruss-

We propose three placement schemes for small cells

the performance evaluation of a single macro cell embedded
with small cells. Unlike this, in this paper, we consider an
entire network consisting of several macro cells and prepos
three different schemes for the small cell deployment. We
then evaluate the impact of these small cells on the overall
throughput capacity of the network. For this evaluation, we
need to find the joint optimal resource allocation (divisimhn
resources between the macro cells and the small cells, RA
for short), user association (determines which users avede 2)
by which BSs, UA for short) and scheduling (the fraction of

time a BS serves a user). Computation of these aspects of a
HCN jointly and optimally requires solving a very large non-  3)
linear integer program to optimality. We handle this proble

and show that judiciously installing just two small
cells for each macro cell (and allocating separate
resources to the small cells on the network level)
is enough to achieve a large gain @5% ) in the
performance of the network. Unlike much of the
literature, we evaluate the performance of the network
from a global perspective and not just for a single
macro cell.

We show that the performance of simple user associ-
ation rules like best SINR and small cell first (SCF) is
within 10% of the upper bound on the performance.
An additional benefit of our small cell placement
and resource allocation schemes is that it is possible
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to switch off the MBSs at nights. In other words,
the small cell planning and placement proposed here
is enough to maintain connectivity under low traffic
conditions. This is important as MBSs consume a
significant amount of power for their operation.

The rest of this paper is organized as follows. In Section I,
related literature is presented. In Section lll, the sysitodel
and the three proposed schemes are described. In Section
IV, we mathematically formulate the problem. In Section V,

numerical results are provided. Section VI concludes tipepa )
Fig. 1: A macro cell of the baseline system. Each sector

is served by one of the directional antenna of the MBSs
(represented by the large triangle).

There is an extensive literature on various aspects ofteter
geneous cellular networks. In particular, in [9], [3], [#]has
been shown that installing low-power base stations suclicas p
base-stations, increases the throughput of the cellutaronk.
However, these types of performance evaluation are forgdesin
macro cell with small cells placed either symmetricallyward
the MBS or close to the hotspots. In [5], the small cells are
assumed to be uniformly distributed within the macro cell
while in [6], the location of the small cells are optimized
within a macro cell. In these works, it is also assumed that
the resources allocated to the small cells belongs to theamac
cell they are installed in. Unlike these works, in this paper
consider a HCN comprised of several macro cells and assume
that the resource allocation to the small cells is done at the
network level globally.

II. RELATED WORK
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HCNs have also been analyzed using stochastic geometfyig. 2: A part of the cellular network. Here locations A and
techniques [10], [11]. There, the BSs are randomly distédbu B are conducive for installing small cells.
in the network area. However, these techniques do not shed
any light on the best locations for the small cells. In [12],
an optimization problem is proposed that can choose the best ) )
locations for MBSs and small cells from among a given seetwork in terms of the geometric mean (GM) throughput of
of potential locations while in [13], a Gibbs sampling basedall the users. We are interested in measuring the impact of
optimization is used to find the best locations for smallscell deploying low-power BSs with omnidirectional antennas on
Without using any type of optimization, in this paper, basedthe performance of this system.
on the interference and coverage patterns, we identifynpiate
locations for small cells in a homogenous cellular netwuvk.
show that installing small cells at these locations andcating B. Placement of small cells
exclusive resources globally to the small cells signifiant As shown in Figure 2, we have identified two types of

improves the performance of the network. potential locations for the deployment of the small cells. A
these locations, the coverage is weak and/or the intexderen
Ill. SYSTEM MODEL can be strong. At locations of type A, three sectors belangin

to three different bands meet while at locations of type B, si
8Sectors meet such that there are two sectors from each band.
Since, every point of intersection is shared by three hexalgo
i cells, it is easy to see that, for a large network and neglgcti
A. Baseline System edge effects, there is one point of type A and one point of type

We consider an OFDM-based homogeneous cellular ne for each MBS.

work as ourbaseline system. In this network, we assume that  penending on the type of locations chosen for the instal-

there are} macro base-stations (MBS) each equipped Withation of the small cells, we define three different schemes.
three directional antennas, a user densitypfusers per cell

First, we introduce the baseline system which we use
the benchmark for our schemes.

and T" sub-channels, each of bandwidihWe consider only e Scheme A:Install the small cells only at locations of

the downlink traffic in this system and assume that the BSs type A.

transmit all the time in all the channels assigned to them. In _

Fig. 1, we provide a pictorial depiction of this system. e Scheme B:Install the small cells only at locations of
type B.

We assume that a frequency reuse factor3oifs used
and T'/3 sub-channels are exclusively assigned to each of e Scheme C:Install them at both locations of type A
the directional antennas. We quantify the performance isf th as well as type B.



Note that in Scheme A and Scheme B, we install one smalteceived by usew from BS j, v;u, i.€., 7ju = f(7Vju). We
cell per MBS and in Scheme C, we install two small cells perassume that the functiofi(.) is the same for MBS and small
MBS. We next discuss the resource allocation used for eactells. We consider the piecewise linear function recomradnd
of these 3 schemes. by 3GPP for this (per subchannel) rate function (see Section
V for more details).

C. Global Resource Allocation

We assume a simple global resource allocation scheme iﬁ User Association

which K channels are assigned to the small cells &nd K A user association (UA) policy determines the BS to which

are assigned _to_the_macro-base stations._ _Note that the Sma”gi\/en user connects with. We consider the following two
cells use omni-directional antennas and utilize thehannels  simple user association (UA) rules. They are

with a reuse factor of globally. We assume that tHE — K
sub-channels assigned to the MBS are equally divided among e Best SINR:Users associates with the BS that provides
its three directional antennas. So, every directionalrargeof the maximum SINR.

the MBS is assignedI” — )/3 sub-channels. e Small-cell First (SCF): Under this rule, a user as-

sociates with the small cell that gives the maximum

D. Power Allocation SINR provided that this is greater than a given thresh-

Let the transmit power of the MBS hByss and that of a old 5. If no small cell provides SINR greater thah
small cell BS bePsc. We assume thalygs is equally divided it associates with the BS that provides the maximum
among the three directional antennas of the MBS. We also SINR.

assume that the power is equally divided among all the sub:

- . . te that as8 — oo, SCF rule converges to best SINR rule.
channels assigned to a base-station. Thus, the trans:mﬁrpovt\)\IO ! oo X
per subchannel is given as follows, Note also that our SCF rule is slightly different from the one

considered in the literature [4], [3], where the user cotmec
p_ { Pugs if 7is a MBS only to one of the macro BSs if there is no small cell that can

e (1)  provide a SINR greater than the given threshold. In the next

Psc if 4 i ; X . ;
K if ¢ is a small cell section, we give a mathematical formulation of our problem.

Note that this means that the interference is a function of

K as will be seen in the next subsection. IV." PROBLEM FORMULATION

In this section, we first mathematically formulate the prob-
E. The Channel Model lem for a general heterogeneous cellular network as a joint

) ) optimal scheduling, resource allocation and user assogiat
We model the channel gaip,,, between BS and usen problem.

as, gju = Dju x Gju x PLj,, where PL;, is the path-loss, _

G . is the log normal shadowing, ardd;,, is the directive gain Let B be the set of all the BSs (MBSs + small cells) in

pattern of the antenna. For the path-loss and the directire g the network and3; be the set of all BSs that are assigned the

pattern of the antenna, we consider the model recommende@me set of subchannels as B&et V' be the set of all users

by 3GPP [8]. According to this recommendation, the patis;los in the network and lef\, be the data rate received by user

PL;,, follows the model given in Table I. For the directive u. We assume that the users are greedy and are interested in

gain pattern of a directional antenna, they recommen@) = maximizing their throughput. Thus, there is a need to ensure
2 fairness in the network and we consider the proportional fai

—Jrnilfl{12(gfdB ,Am} dB, wheref is the angle made by criteria [7], [3], which requires maximizing the sum of the

the user position with the broadside direction of the argenn '09arithms of the throughputs.

0348 is the 3dB beamwidthtgss = 70 degrees) andl,,, = 20 Let z;,, be the user association variable which is a binary
is the maximum attenuation in dB which the signal experienceygriable that is1 if user « is associated with BS and

in the sidelobes of the antenna. The directive gain pattérn qytherwise0. Let o, be the fraction of time BS transmits
an omnidirectional antenna is assumed toObeBi for every  to yserw. Clearly, a;, = 0 wheneverz;, = 0. We can
angle. We assume that the shadowdng, follows alog normal  compute the geometric mean throughput of a given system
distribution with meart) and standard deviation &f dB. by solving the following optimization probler® and also find

The SINR between BS and user is given as follows, the corresponding user associatian,(s), the sc_hedulec(m’s)

and the number of sub-channels to be assigned to the small

_ Gjub ) cells (K). Note that when the given system is our baseline

Ny + ZiEBj gin Py’ system,3 consists of only the macro BSs aiid = 0.

where P; is the transmit power per subchannel of BSV is

the additive white Gaussian noise power is the set of

all BSs that are transmitting on the samﬁannels agBS T Q}%Zbg(%) )
Note that, since the transmit powgy is a function of K’ (the . v

number of subchannels assigned to the small cells), SINR is subject to

also a function ofi(. Let 7;, be the data rate per subchannel p— Zam?“m (4)
received by user. from BS j. This is a function of the SINR B

Yiu



TABLE I: Path-loss model

Transmitter| Link (7, 7) Path-loss of the mediump(.,) (dB) Antenna gain AG;) (dB) | Losses (;) (dB)
MBS (yu) | 1281+ 37.6log,, (4% ), dju > 35m 15 20
Smallcell | (j,u) | 140.7+36.7log (2% ) , dj > 10m 5 20

[ Total path-loss in dBPL,, = ¢;j. + (; — AG; ]

Tiw = Ni X f(Yiw) (5) traffic destined to a user be split and delivered via differen
GinPi (6) BSs.
i No + Zj:j#,jegi 9iju P We also find feasible solutions by assuming that the user
Pugs. if iis a MBS associatior) (UA_) variaplea;iu’s, are determined by the simple
P=S LK L (7)  UArules given in Section IlI-F viz., best SINR and smallicel
Ve if 7 is a small cell first (SCF). We define the envelope of these feasible solsition
(T - K)/3 if iis a MBS as the best feasible solution over all the considered Ulsrate
N; = {K it i is a small cell (8) everyK. In Section V, we present a comparison of the upper
bound with this envelope of the GM throughput of the feasible
Z iy <1 (9)  solutions versusgk, which shows that there are near-optimal
weN and within10% for all three schemes.
0 < iy < @iy (10) For the feasible solution case, since the data rates,
me =1and z;, €{0,1} (11) e, ry's, are computed a priori by fixing< and that the

user associationx, i.e., x;,'s is given, we can compute the
geometric mean throughput of the system by solving the
following optimization problemP(r, x).

i€B

Constraint (4) represents the total data rate received &y us
u. EQ. (5) computes the data rate between a user and a BS P : M log(\ 12
using the given (per subchannel) rate functig(,). Equation (r,x) aaxg 0g(Au) (12)
(6) computes the SINR between the BSs and the users. Egs.

(7) and (8) compute the power per sub-channel and number of subject to

sub-channels at each BS, which depends on whether the BS Au = Gl (13)

is a macro BS or a small cell BS. Constraint (9) states that icB

the sum of the fractions of scheduling times from a given BS 0<ajy, <xip Vi€eB YueN (14)
cannot exceed. Constraint (10) ensures that the BS allocates

scheduling time to a user only if it is associated with it and Z i =1 (15)
Constraint (11) ensures that a user associates with only one ueN

BS. This is a non-linear program. However, the nature of its

solution is known and it can be easily computed using the

This Optimization. F’mb'e"_”.” is a non-linear integer following lemma, which is a specialized version of Lemma 1
program and hence is very difficult to solve. There are threefn [7]

reasons for this.
Lemma 1: Given the resource allocation parameters (the
1) The SINR constraint in Eq. (6) is non-convex (be- number of sub-channels allocated, the transmit power oh eac
cause of its dependence @f). sub-channel and the user association) and infinite backhaul
2)  The constraint with rate function, i.e., Eq. (5), is alsocapacity, under proportional fair scheduling a BS assignsik
difficult to handle. We require either a closed form proportion of time to all the users associated with it.

expression forf(-) that is convex or a method to . . . .
enumerate all the rates and eliminate this constraint. 1S lemma implies that local equal time scheduling (at

3) ltis an integer program and is not tractable for large€Very BS) solves our optimization problef{r, x) and thus
problem sizes. we have an efficient technique to compute its optimal satutio

In the next section, we present numerical results obtaired b

A usual technique used to address the issue with the SINRolving this problem (using the above Lemma) for a large
constraint (6), is to fixK, the number of channels assigned to number of random network realizations.
the small cells and compute the SINRs,’s, a priori. Given
the SINRs and the rate functiotfy(-), we can compute the V. NUMERICAL RESULTS
data rates available from every BS to every user and thus
address the issue with the constraint in Eq. (5). With these t We consider a large cellular network wifi macro cells
modifications, the problem transforms into a simpler noedir  (or 5 tiers of hexagonal cells around the central cell). We
integer program. However, it is still intractable in its ,emt  consider two different scenarios, viz., urban and rural. In
form. So, we relax the integer constraint op,’s and find an  the urban scenario, the inter-site distance (ISD) betwben t
upper bound on the GM throughput. This relaxation allows the macros is 500 m while in the rural case, it is 1732 m [8]. For
users to be associated with multiple BSs and requires tleat tthoth these scenarios, we assume that the users are uniformly



TABLE IIl: Modulation and coding schemes - LTE

Threshold SINR (dB) | -6.5 | -4 26| -1 1 3 6.6 10 | 114} 11.8| 13 | 13.8| 156 | 16.8 | 17.6
Efficiency (bits/symbol)| 0.15| 0.23 | 0.38 | 0.60 | 0.88 | 1.18 | 1.48 | 1.91| 241 | 2.73| 3.32| 3.9 | 452 | 5.12| 5.55

TABLE II: Physical Layer Parameters aspee
e
Noise Power —174 d&—;n Tsubframe 1ms 3 e o \\
Pec 30 dBm Pmacro 16 dBm U itaeas T N
UE Ant. Gain 0 dB Sub-channel Bandwidth 180 KHz 2 ¢ P,
Shadowing s.d. 8 dB User Noise Figure 9 dB 'é? /» ) ,,:.:m*‘\: 2. NG \:\
Penetration Loss 20 dB M (Number of sub-channels) 100 >0 'w“;o' ° M g i
Macro Ant. Gain 15 dBi Pico Ant. Gain 5 dBi © ‘o %00, .
15|/ @@ Upper bound A 0.0 N\,
SGfdm 12 SYofdm 14 o Envelope A ®aq
#—4¢ Upper bound B 'o,.
1.0} ¢4 Envelope B "c.
»—» Upper bound C "‘
»» Envelope C

distributed with a density of,, = 25 users per cell. Note that 0 = i i i 3
since the rural cell has 10 times larger area, its densitysefal K

per unit area is 10 times smaller than that of a urban cell. We-. = . ;
have generated00 random realizations of the user Iocations%lg' 3: Upper bound and the best GM throughput using our UA

for each scenario rules (labelled as the envelope) vs K for the urban scenario,
) pu = 25 and Psc = 30 dBm for all three schemes
The physical layer parameters used in our computations
are given in Table Il [8]. The typical transmit power of the
MBS is 46 dBm and that of the small cell i80 dBm. We
assume that there are a total 'Bf= 99 subchannels which
can be divided among the macro and the small cells. For thEor every considered transmit power of the small cell, we
(per subchannel) rate function, we use the piecewise linedtave computed the best possible gain for &hand any user

mapping (recommended by 3GPP), which is givenrby = association rule considered and plotted it versysin Fig. 4

SCumSYoum ¢, - wheree; is the efficiency (bits/symbols) of the for both the urban and rural scenarios. From these plots, we

corrésponding SINR threshold level SCam is the number ~ can infer that by judiciously installing small cells accimgito
of data subcarriers per sub-channel bandwidthg&Yis the ~ Scheme C, we can obtain close4® gain in the geometric
number of OFDM symbols per subframe, afigyiameis the — Mean throughput of the system. We have also computed these

subframe duration in time units. The mappingepfto SINR  results with a higher density of users, (= 50 users per cell).
levels is given in Table III. We observed that these results are also similar to the ones

_ _ presented with a slight increase in the gains.
Recall that in problenP(r, x), the input rates are known

by fixing K and the user associatiow, is determined by ) ) ] .
either the best SINR rule or the SCF rule. For each of the Another important observation from these results is that in
100 random realizations in both the scenarios, we solvethe rural scenario, the small cells have to transmit at a much
the problemP(r,x) using Lemma 1, for all three proposed higher power to obtain a significant gain in performance Jevhi
schemes and the baseline system, for evérjrom K = 3  for the urban scenario, the typical small cell transmit powe
to K = 96 and for both the user association rules, best SINFOf 30 dBm is sufficient.

and SCF (for the baseline system, we have used the best SINR

user association rule). For SCF, we solved ffodifferent 3's, In Fig. 5, we show a comparison of the gains of the

gailfl?g;]e;rf?sé?ea;r;gecsiggl)dnsrLOI\(,avsm Table lll. Thus, we hase best SINR UA and the envelope of the best (for edch
' 15 SCF user associations for the urban scenario. From this
In Fig. 3, for the urban scenario, we have plotted the uppeplot, we conclude that the best performance of the SINR user
bound on the GM throughput obtained by solving the relaxedssociation rule is not far from the best performance of the
problem versus the best GM throughput (or the envelope) du8CF user associations.
to the 16 UA rules considered, for all three schemes. We note

that the performance of the best GM throughput (for eAgh MBSs have a significantly high energy cost of operation.

of our simple UA rules is withinl0% of the upper bound. We : . )
also note from Fig. 3 that Scheme C with two small cells perWe could substantially reduce this cost if we could afford to

MBS performs the best. When we can install only one smaIFWi.tCh them off for a few hours every day when the number of
call per MBS, our results show that Scheme B is preferabl ctive users Is .IOW' The proposed Scheme C provides a method
over Scheme’A 0 do this. In Fig. 6, we plot the percentage of uncovered area

(as a function ofK’, when the MBSs are switched off and the
Next, we computed the percentage gain in the geometrismall cells are deployed according to Scheme C. It is clear
mean (GM) throughput of every scheme with respect to thérom this plot that the percentage of uncovered area is less
baseline GM and averaged it over the 100 random realizatiorthan 2% when K = 45, which implies that we can afford
(for every K and thel6 user association rules). We repeatedto switch off the MBSs during night time. Thus, Scheme C
this for 7 different transmit powers of the small cells BS. provides an added benefit that results in substantial sswing
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Fig. 4: Best gains (of best sinr and 15 SCF UA rules)Rg: for the three proposed schemes of small cell placemgnt 25

of the network. We have used simple user association rules to

PVE2ail 2 oot SOPPE NN L éiiﬁé’ﬁf achieve these gains and also showed that these user aisgociat

‘x‘ "w,‘ 1? rules give a GM throughput that is withit0% of the upper

; e, .. bound. We have also showed that an added benefit of our
3 ¢ "‘».,,' . Scheme C is that we can afford to switch off the MBSs during
<. Wy . night and reduce their operating cost.
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