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Abstract—Current point-to-multipoint systems suffer signifi- ~ than in FR(1). Note that to use FR(3) a hexagonal lattice-lik
cant performance losses due to greater attenuation along the Jayout is necessary for cell placement (otherwise one danno
signal propagation path at higher frequencies, transmit power . arantee that a 3 color pattern can always be found). Under a

constraints of mobile users and base stations, and interference . - ) .
from neighboring cells. Fractional Frequency Reuse (FFR) is a S€t Of simplistic assumptions (a perfect hexagonal gridtier

technique to counteract these effects. Typically, the proposdeFR ~ Placement of base stations, a log(1+SINR) rate function and
technique partitions a cell into a reuse 1 area, centered near the no fading), it can be shown that for each point in a cell, the
base-station and a reuse 3 area, located near the edges of thgate per unit bandwidthpormalized to account for the re-

cell, with reuse 3 regions scheduled to minimize interference from use pattern, is either maximized by FR(1) or FR(3). We will

neighboring cells. Unfortunately, virtually all analysis of FFR has . I
been done under a perfect hexagonal lattice cellular grid, while no SNOW later that, this is not true under a set of more realistic

practical deployment has this degree of symmetry. In this paper assumptions, i.e., some users would do better with higher
we revisit the analysis of FFR for non-ideal cellular grids for reuse factor (e.g, 4, 7, 9, ...). It can also be shown that the
cases with fading. We find that while for some non-ideal grids, a total system throughput is maximized with FR(1) among all
combination of reuse 1 and 3 is indeed optimal, for many others a single frequency reuse schemes where the system throughput

combination of reuse 1 and 4 provide better performance. Thus, . . . .
we conclude that for practical cellular layouts, the optimal re-use 1S défined as the sum of all user rates under a proportional fai

pattern for the edge of the cells is not necessarily 3 as commonly Scheduling policy. This is true even under a set of realistic

assumed, but is topology dependent. assumptions, although this throughput maximization isedon
Index Terms—Cellular Networks, Frequency Reuse, Fractional at the expense of edge users who receive low rates. Typically
Frequency Reuse cellular operators try to achieve a reasonable trade-difiéen

throughput and coverage (i.e., the rate offered to edgeslser
In conventional cellular systems this trade-off is attdir®y
I. INTRODUCTION selecting FR(3).

High data rate point-to-multipoint systems are now gaining Even in next generation cellular systems, one of the main
widespread acceptance. Recent standards such as WiMéhéllenges is to find the right trade-off between the total
(IEEE 802.16e) [1] and LTE [2] employ multiple accessystem capacity (though there is no clear consensus on how
techniques based on OFDM. LTE for example, employhis capacity should be defined) and coverage defined as the
OFDMA on the downlink and Single-Carrier-FDMA, a formrate received by edge usérsvhile increasing the capacity
of precoded OFDMA with lower peak-to-average power ratiqysing interference mitigation techniques. To obtain such a
on the uplink. Thus WIMAX and LTE allow users to betrade-off, one may consider a scheme using a mix of frequency
multiplexed by allocating time-frequency blocks to eackrus reuser; andr, > r; [9], [3], commonly called fractional

Among the challenges in providing high data rates arfeequency reuse, or FFR. Roughly speaking, in an FER¢)
quality of service to mobile data users are: high path losk asystem, the frequency banf of the system (of sizeB) is
greater signal attenuation due to higher frequenciessinén divided intor; parts for7; per cent of the time and inte,
power constraints at mobile users, and interference froparts for the rest of the time. Assuming time-sharing and a
neighboring cells. cycle of unit length, each cell is assigned one of th€resp.

Frequency reuse is a common technique to increase dati parts for communicating with core-cell (resp. edge-cell)
throughput of point-to-multipoint systems. At one extremeusers durindly (resp.T3). It should be noted that an equivalent
in a frequency reuse 1 system (FR(1)), each cell reuses thay to describe FFR is the following. We split the bafihto
entire frequency band at the cost of creating possibly highpartsB; and By of bandwidthB; and B, respectively.3;
interference. Among the advantages of such a scheme @gsp.13,) is further split intor; (resp.rs) subbands. Each cell
that for users near the base-station, it can be shown thateaeives 2 subbands based on two distinct coloring patterns
very high rate per unit bandwidth is possible due to the largene corresponding te; and one tory), one subband of size
bandwidth available since those users do not typicallyesuffB, /r; and one of sizeB,/r, with B; + B, = B. Here, all
from significant interference. On the downside, for userarnebands are used simultaneously without time-sharing.
the edge of the cell, significant interference can resulbim | Clearly one of the challenges is to choeseandr,, another
SINR, and thus only a low rate per unit bandwidth (and evesne is to computé3; and another one is to decide which mode
potentially a lack of coverage) is achievable. Anotherralter; or r, to use to schedule users associated with a given cell.
native is a scheme such as frequency reuse 3 (FR(3)). He&lwp broad approaches to FFR are:
each cell may use only one third of the system bandwidth,, static users are scheduled by their base station in one

with neighboring cells using the remaining two thirds based of the 2 modes; or r, based on their position, or path
some coloring pattern. Cell-edge users now suffer sigmifiga

|es_s imerference and hence can achieve much higher rate P&fhe term “edge user” should not be taken literally since \itting any
unit bandwidth, although users at the center of a cell do @orsser can potentially be an “unlucky” user irrespective sfgbsition.



loss,
« dynamic in addition to position or path loss, cell load is 800 0 ° ° ° ° 1
taken into account to do the allocation of users to modes. °°°°°°°°°°°
In view of the results showing that FR(1) and FR(3) are the ° ° ° ° ° °
best from an individual user’'s perspective (recall it wasveh B °°°°°°°°° |
under a set of simplistic assumptions), many FFR studies in - zof 0 ° ° ° ° 0
the literature select; = 1 andr, = 3, i.e., FFR(L,3). , ° °°° ° ,
In this paper, we revisit this decision, i.e., we perform an
in-depth study on FFR and show that under a set of realistic as
sumptions FFR(1,4) does significantly better than FFR(ib,3) ~a00}
many cases. This is particularly true when the cell deplayime
is not perfectly hexagonal, as in practice, since deployments
are constrained by the topology of the environment, and are ™|
at best crudely approximated by hexagonal lattices. We inode - N—Lwc ML Ml Nl oL N L
the base-station layout as a perturbed hexagonal grid. Two x-posiion ()
main messages of this study are 1) to emphasize the need for
realistic and clearly posed assumptions and 2) to inform tlig. 1. Ideal hexagonal Voronoi regions for base statiorolsy Positions
3GPP and LTE communities that FFR(1,3) might not be tr#& in meters.
most robust and efficient FFR scheme.

The paper is organized as follows. Section Il presents .
related work. Section IIl introduces the model, the problefgSults are extended totier heterogeneous networks, where

formulation and some structural results. Section IV preserfach tier has its access points positioned according to an
extensive numerical results and Section V concludes therpaghdépendent homogeneous PPP with possibly different gensi

y-position (m)
o

-600 -

Il. RELATED WORK I1l. M ODEL AND PROBLEM FORMULATION

The 3GPP-LTE has adopted a variant of FFR called SoftIn this section, we will present the system under considera-
FFR (SFR) [9], [5], where the transmission power for the edgéion and the assumptions under which the study is performed.
users and the center-users need not be the same, thus pgovidi
ﬁ\tg(refgerree?\c?af freedom that can be used to reduce co—chan,ZQ.eIBase Station Placement

In related work, [6] has studied the performance of 4 We c0n5|d_eracellula_r system compnsed ofqlarge number
frequency allocation schemes, FR(1), FR(3), static FF.B;(l,Of base stations operating in downlink. In an ideal network,
and dynamic FFR(1,3), as well as proposed a new scheFﬂ@_ base s’Fatlons Wogld pe located at the center of a hexlgona
called partial isolation. In [12] and [16], FFR comprisind@ttice, as illustrated in Fig. 1.

a mix of FR(1) and FR(3) was studied in the context of In practice, base stations cannot always _be located at the
WIMAX, and was found to provide better throughput thaﬂ\dee}[ positions to create a he_xagonal lattice. If the !deal
FR(3) and better coverage than FR(1). In [15], the authdp@Sition of thekth base station is1; on the hexz_:lgonal grid,
propose an Enhance FFR (EFFR) scheme that improves ovey¢l model the actual position of thgh base station to be

cell throughput over previous schemes such as SFR. In [10], X, = up + Zs 1)

an adaptive SFR (ASFR) scheme is proposed. The adaptive ’

scheme allows the network configuration to track semistativhere Z;. is a random perturbation that is independent and
changes in user distribution and traffic, thus reducing catlentically distributed among the base stations. In palaic
blocking probability. By comparison, [13] considers a s#ifi we takeZy to be a uniform random variable on a disk of radius
decentralized algorithm that permits the network to selft < ux R where0 < p < 1 is a parameter that represents the
organize into efficient frequency reuse patterns. This isedodegree to which the placement is non ideal, &hid the inner

in the context of constant bit rate traffic flows such as VoifiP. Iradius of an ideal hexagonal cell (the case- 0 corresponds
[8], the theoretical capacity and outage rate of OFDMA baséd the ideal case). Fig. 2 illustrates a typical layout ang th
FFR(1,3) systems with Rayleigh fading is analyzed. corresponding Voronoi regions when= 0.9 is chosen.

By far most work on analyzing cellular systems assumes aFor an ideal hexagonal lattice, a frequency reuse facier
regular grid model such as hexagonal grids. Some work alofeasible ifr can be written ag = 2 +ij + 52, for i, € N.
the lines of modeling non-regular grids can be found in [4], [ Specifically,i = 1,5 = 0 yields reuser = 1; i = 1,5 =
Specifically, [4] and [7] use tools from stochastic geométry 1 yields reuser = 3, etc. The first few reuse factors for a
analyze network performance assuming base-station totati hexagonal lattice are 1, 3, 4, 7, 9, 12, etc.
are placed according to a homogeneous Poisson point proceds should be noted that by placing the base-stations at
(PPP). It is shown that the independence of the positiopsrturbed positions compared to an ideal hexagonal grel, th
allows for some mathematical techniques to be employed. dame frequency reuse patterns are feasible. By contrasa, fo
[4], the probability of coverage and mean achievable rate fbase station placement according to a Poisson point process
such a random network is derived under a simple FR scheniePP), the resulting Voronoi regions may not allow for reuse
These results are compared to results obtained from anlacfattern 3 with no two neighboring cells sharing the same band
base station deployment, and it is found that the PPP modsl4 is the chromatic number of the plane. Hence in a system
is pessimistic, while the grid model is optimistic. In [7hese with random placement, FFR(1,3) might not be feasible.
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Fig. 2. Typical non-ideal Voronoi regions for perturbed déagation layout Fig. 3. Optimal frequency reuse factor as a function of ussaitjzm for cell
with = 0.9. layout of Fig. 2. Base station positions are denotedxbyColor assignment:
Green:1, Blue:3, Red:4, Yellow:7, Purple:9, Cyan:12

B. Channel and Interference Models

We assume that the system operates in a given frequedicy0 is associated with base statibft) assuming frequency
band2 of bandwidthB. Given a user in the region covered r€Use factorr. Then, given that celk will be allocated a
by the system, we assume that it will associate to the nearB@pdwidthB/r, the instantaneous rate seen (big
base station. If at a given instant, the set of base statather( B Pigey X it
than the one to whiclf is associated) that are transmitting per = — logy (1 + T N 7 : )
in the same frequency subband that uéés receiving in is " x (No + Lice.e.r)
denoted byZ,, then user will observe a signal to interferenceand the instantaneous rate per unit bandwidtirmalized to
and noise ratio (SINR), given by account for the re-use pattern is thusp,,,./B.

Prey X (o) As discussed earlier, there i_s a'tradeof.f for using a frequen
TN xSy X one’ (@) reuse factor [9]. Namely, while increasing the reuse factor
0 kez, Hh % Gkt results in less interference which may increase the inatant
where user is associated with base statiéi¥), base station neous rate per Hz, it requires partitioning the bandwidto in
k transmits at powerPs, g, is the power gain betweenfiner subbands, which may decrease the effective rate per Hz.
base statiork and user/, and N, denotes the receiver noise. It is well known that for a regular hexagonal lattice without
Specifically,gx ¢ is in general a combination of path loss anfading, frequency reuse 1 is optimal (in that it offers the
fading, highest rate per unit bandwidth) for users near the basestat
while frequency reuse 3 is optimal for users near the edge
9kt = Gre X PL(dy0), () of the cell. For the case of irregular deployments such as

Wherele is the power gain due to fadindk’é is the distance the one in F|g 2 thlngS are less clear. F|g 3 illustrates

®)

e

between base stationand user/, and the frequency reuse factor that optimizes the instanta;eou
9 rate per unit bandwidthp,,/B, as a function of the user
(29) d <dp position for the cell layout of Fig. 2, assuming a path loss
PL(d) = NS : (4)  only model (i.e., no fading). Given the irregular structure
(47“10) (%) d 2 do the layout, frequency reuse factors of up to 12 can be optimal

for some locations. From the figure, it is apparent that there
1 is the path loss exponent [11]. are significant regions where frequency reuse factors great

We assume that the rate function is logarithmic Mor?an 3 are desirable. Furthermore, it has been observed that
precisely, given that usef has SINR~,, and that cellk is 10" regions where frequency reuse of 3 is optimal, a frequenc
assigned bandwidth, the instantaneous rate at which basréal\‘ze of 4 did n_c&t resul}zln a S|gn|f|c;]antly s_maller ratei_. h
stationk may communicate with usefis blog, (1 + ,/T), e now consider an FFR,, ) scheme, i.e., we split the

; ; band B into 2 partsB; and B, of bandwidth B; and B
hereT" models th d to Sh ty [14]. 1 2 1 2
wherel models the coding gap to Shannon capacity [14] respectively.3; (resp.Bs) is further split intor, (resp.rs)

subbands. Each cell receives 2 subbands based on two tistinc
C. FFR Scheme coloring patterns (one corresponding #@ and one tor,),

As the base station locations are perturbed from ame subband of siz&,/r; and one of sizé3;/ry with By +
ideal hexagonal lattice, frequency reuse patternsro= Bs = B. Here, all bands are used simultaneously without
1,3,4,7,9,..., can still be constructed as discussed earlier.time-sharing. Clearly one of the challenges is to choose

Let us first consider the scheme FR(i.e., a scheme using and r,, another one is to computB; and another one is to
a simple reuse factor. Let I, ., denote the aggregatedecide which mode; orr; to use to schedule users associated
interference from all other base stations in the networkseru with a given cell.

where )\ is the wavelengthd, is the near field distance, and



D. Problem Formulation Proof: Consider the utility when user§; and ¢, are
It is important to note that the rate seen by a uger 8ssigned to reuse patterns and r, respectively, and is
associated to base statiérwill not only depend on the mode the bandwidth assigned to usérand denote this as case 'a’:

selected by the base station to schedbilbut also on the (1/L)
scheduling policy being used. Many scheduling policiesehav

been proposed but the most common and realistic one is baselde = Hb‘f x H Rer(ey % Beyyry X Ry, ’

on proportional fairness (PF). In a single cell that has been ¢ tE, b

allocated a certain bandwidth, PF scheduling effectiveults

in allocating the same time to each user independent of

position, i.e., each user will receive a different rate lobsa
its channel condition.
More precisely, if the rate assiEqned to ugds A, then the

corresponding PF utility i§/ = > r—11n Ay, whereL denotes

the number of users in the cell. Equivalently, optimizing th 77, —
utility U results in the same allocation as optimizing the .,
geometric meat/ of the rates. We will usé& as the objective

function in the following.

I 1/L
U= (H Ae) . (6)
/=1

wherer(¢) is the mode allocated to uséri.e.,r(¢) = zjr +
{tlsf x})r2. Now, consider the utility obtained by swapping
the reuse pattern (and bandwidth allocation) of ugerand
{5, and denote this as case 'b’. Then the utility is

(/L)

Hbe X H Re,r(e) X Ry, ry X Rey ey
LF£Ly Lo

Hence, case 'a’ provides better utility than case 'b’ predd
Rflﬂ'l /R€17’f’2 > Rez,ﬁ /szﬂ‘z' (9)

Specifically, denoting by, := Ry, /Rq,,, We find that for
an optimal resource allocation scheme/ijifand ¢, are users

In the following, we compare FFR(1,3) with FFR(1,4)}n reuse patterm; andr, respectively, them; > . Hence,
when, based on the utility in (6), we allocate optimally eaclhere must exist a thresholdsuch thata, > ¢ iff user ¢ is

user to one of the two modes and we compBteoptimally.

assigned reuse patterq.

Recall that each user is associated to the closest basenstati Finally, it follows that a user assigned to reuse patteris

We base our computation dB; on the worst case cell, i.e.

'allocated (B;/r;)/L; bandwidth since the produqf[filzi

we consider the largest cell in the middle of a region in th§ubject to the constraintS z; < (B;/r;), z > 0 is
A 3/ g ) v =

center of the network.

Let C be this cell and. be the number of users & which
without loss of generality are assumed to be indexed as
1,..., L. We assume thaf has been allocated a bamg of
size By /r; for moder; and a subband, of size By /r, for
modery. Let z; = 1 if user ¢ is scheduled in subbang;
andz; = 0 if user ¢ is scheduled in subbang,. Then the
problem can be formulated as follows for FER(r2):

(i)

max

By, {z}}
Ay =2}B1Ry,, + (1 —2)(B—B1)Re,, (7)
z;€{0,1} veecC
0 < Bl < Ba

where R, ., (j = 1,2) is defined below:
1 P x ge
Ry, = —1 14— 2 ). 8

=7 ogQ( +FX(NO+IM)) ®)

Here, P is the transmit power of the base stationdng, is
the power gain between this base station ardC, and Iy,
is the aggregate interference from all other base statioiise
system that use;.

maximized where; = (B, /r;)/K. [ |
The significance of the above structural result is that given

B, and the appropriate threshotdthe optimal allocation of

users to modes is simple to compute. Thus, for a giBegnit

remains only to compute the threshaldwhich can be found

by numerical search. This search is simple as the threshold

is only used to partition the’'s into those greater thatand

those not. Thus, we can restrict the searchtfto t = a1, s,

.... We can then search for the best bandwidth allocation by

varying B, from O to B in small increments.

IV. RESULTS

We first describe the ideal, non-perturbed network topalogy
Here, we consider a hexagonal lattice network with a base
station placed at the origin, and an additional 15 rings ackba
stations around this first base station for a total of 721scell
The inner radius of a hexagonal cell 180m, and thus the
distance between two base stationdis= 200m. Hence, the
total region is approximately a hexagon of inner radiuidkm.

The system bandwidtl® = 20MHz, the path loss exponent
is selected ag = 3.7, the coding gap is taken to dé= 3
dB, the near field distance i& = 10m, andX = 0.3m, which
corresponds to a carrier frequency of approximately 1 GHz.

The following Proposition provides some structure to thé/e assume the network is interference limited, and thus take

above problem.

Ny = 0 for simplicity. All base stations employ the same

Proposition 1: Given Bj, the optimal proportional fair al- normalized transmission powét = P, = 1. Rayleigh fading,
location of users irC to modes has the following structure.when considered, results in a gdif , that is independent and

There is a real numbet, such that for all userd in cell
C, if Ryy, /Ry, > t, then user/ is assigned to mode;,
and is assigned to modg otherwise. Furthermore, if.; and
L, denote the number of users assigned to moedend

identically distributed between pai(s, ¢) with an exponential
distribution with mean 1, i.eP[G, <z]=1—e".

Base stations are then randomly perturbed as described in
Section IlI-A, either withu = 0 (no perturbation), or withy =

respectively, then users assigned to reuse pattgiare each 0.9. We focus on an inner region at the center corresponding

allocated bandwidttiB; /r;)/L;.

to a rectangular region from = y = —1000m to x = y =
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1000m. We assume that users are placed on a rectangular grid
with a spacing of 10m.

We are interested in studying the performance of the users »
when the system employs FFR(1,3), compared to when it
uses FFR(1,4), under proportional fair scheduling, i.e will
solve problem (7) for both schemes and compare the value *
of their objective function, i.e., the geometric mean ol
when optimizing bothB; and the user allocation to modes.

We first consider no perturbation of the base station place- *°
ment and a path loss only model, (i.&j = 1, no fading).
Here, as in [9], FFR(1,3) provides the best performance.
A geometric mean of 103.1 kbit/s per user for FFR(1,3)
compared to 100.6 kbit/s per user for FFR(1,4) is found.

We next consider no perturbation of the base station place-
ment but with Rayleigh fading, for 150 different fading rieat bs 09 1 11 12 13 14 15 16
tions. Interestingly, we find that for a perfect hexagonttlde,

FFR(1,3) outperforms FFR(1,4) in terms of the geometrigg. 6. Histogram of gain in 5th percentile rate of users f6REL,4) over
mean of the user rates only 51.3% of cases. Fig. 4 shoffR(1,3) for no perturbatiory(= 0) and 150 different fading realizations.

a histogram of the gain in geometric mean of the rates for

FFR(1,4) over FFR(1,3) for the 150 realizations, confirming

that neither FFR(1,3) nor FFR(1,4) is obviously better. Thesers in only 26% of cases, clearly indicating that FFR(I54)
mean value of the optimaB; was 0.489B8 and 0.530B for preferable in the majority of cases. Fig. 7 shows a histogram
FFR(1,3) and FFR(1,4) respectively, with a standard driat of the gain in geometric mean of the rates for FFR(1,4) over
of only 0.022B in both cases. Thus, the choice of bandwidthFR(1,3), confirming that FFR(1,4) outperforms FFR(1,3) in
allocation for both bands appears robust to the particulie majority of cases.

choice of frequency reuse scheme. While we optimize theFigs. 8 and 9 show the gain of FFR(1,4) over FFR(1,3)
geometric mean to ensure proportional fairness (PF), itdeem in throughput and 5th percentile rate for the users over the
telling to compare the performance of the system optimizé0 realizations. Clearly, the 5th percentile rate is digni
for FFR(1,3) and FFR(1,4) in terms of throughput (defined asintly better for FFR(1,4) in the majority of cases, while
the sum of the rates obtained by all users) and of the coveraggither FFR(1,4) nor FFR(1,3) is obviously better in terms
defined as the 5th percentile rate. Figs. 5 and 6 show the gafrthroughput. The mean value of the optinil was0.6078

of FFR(1,4) over FFR(1,3) in throughput and 5th percentilend 0.582B for FFR(1,3) and FFR(1,4) respectively, with a
rate for the users over the 150 realizations. standard deviation 06.06 B and 0.05B respectively. Again,

From the figures, it can be seen that while the throughptiite choice of bandwidth allocation for both bands appears
is almost always impacted negatively the choice of FFR(1,Mbust to the particular choice of frequency reuse scheme.
over FFR(1,3), the 5th percentile rate does noticeablyebett A natural question is how much of the preference for
under FFR(1,4) compared to FFR(1,3) in most cases. FFR(1,4) over FFR(1,3) in the perturbed base station cases

In a second part, we now consider 300 network realizatiomss due to the perturbed geometry compared to fading. To try
where the perturbation paramejer= 0.9. Again, independent to answer this question, we first consider the 300 perturbed
Rayleigh fading is assumed between all node pairs. Interegeometries that we have studied earlier (with fading). la th
ingly, FFR(1,3) result in a greater geometric mean ratelier tabsence of fading, only 32% resulted in a preference for

5




Fig. 7. Histogram of gain in geometric mean of user rates for @R
over FFR(1,3) with fading and pertubation for = 0.9 for 300 different
realizations.
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Fig. 8. Histogram of gain in throughput of users for FFR(Io¢¢r FFR(1,3) (6]
with fading and perturbation for = 0.9 for 300 different realizations.

El

FFR(1,3) over FFR(1,4) in terms of geometric mean of us[elr0
rates. Hence clearly, the fact that the topology is not ideal

a key factor in making FFR(1,4) preferable to FFR(1,3). %
also consider one specific topology. The one among the O]
realizations that resulted in the largest gain in geometéan

of user rates for FFR(1,4). For this specific topology, 15@ ne23l
independent fading realizations were generated. It wasdou
that in each of the 150 cases, FFR(1,4) outperformed FFR(1/34]

[15]
V. CONCLUSION

In this paper we have considered the effect of non-ideal
base station locations with fading on the performance af-fral16!
tional frequency reuse. Specifically, we have considerest ba
station locations to be perturbed from their ideal hexagona
lattice positions. Results have shown that for proportidaia
scheduling, FFR(1,4) outperforms FFR(1,3) which is uguall
assumed to be optimal. Thus, we conclude that the specific
topology of the network should be considered for optimal
configuration of fractional frequency reuse.

9. Histogram of gain in 5th percentile rate of users fétRFL,4)

over FFR(1,3) with fading and pertubation for = 0.9 for 300 different
realizations.
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