Routing Dependent Node Density Requirements for
Connectivity in Multi-hop Wireless Networks

Sunil Suresh Kulkarni, Aravind lyer, Catherine Rosenberg Daniel Kofman
School of Electrical and Computer Engineering, Ecole Nationale Supérieure des
Purdue University, West Lafayette, IN 47907-2035, USA. Télecommunications (ENST) Paris, France
Email: sunilkul, iyerav, cath@ecn.purdue.edu, Telephtée-494-0626 Email: daniel.kofman@enst.fr

Abstract— The problem of connectivity in multi-hop wireless It concerns the utilization of the network resources, and is
networks has been extensively studied in the literature and typically measured in terms of per node throughput. The
general results for node density requirements have been ofined requirement of connectivity is the most fundamental to the

[1]. These results have been obtained based on the implicitd . f lti-h irel twork. Th tivit
assumption of a generic routing protocol, capable of exhatisely esign ot any muiti-hnop wireless network. € conneclivity

searching all possible routes, between all pairs of nodes.arce Constraint, in general, tries to guarantee that no nodelated
these results would be too optimistic in several practical &ses, from its chosen destination node. Depending on how the notio

where the routing protocols are not generic but optimized fo  of isolation is defined, the form of the connectivity constra
specific applications. In this paper, we provide a frameworkfor would change accordingly. Connectivity is a primary concer

defining the appropriate notion of connectivity that reflects the b inaful networki tocol be build onl
underlying network architecture and protocols. Based on tlis ecause meaningiul networking protocols can be buiid only

framework, we define and analyze connectivity requirementgor 0N top of a connected network.
two network architectures proposed in the literature, namay, The problem of connectivity is affected by both the network

GAF (Geographic Adaptive Fidelity) with Manhattan routing  architecture, and the protocol stack. The MAC protocol is
[2], proposed for ad-hoc networks and AIMRP (Address-light egn0nsiple for providing a node with access to the wireless

Integrated MAC and Routing Protocol) which employs tier- h L that id f deadlock
based routing in sensor networks [3]. By comparing the critcal channel, in a way that avoids (or recovers from) deadlocks

node density requirements for connectivity, obtained thraigh our @nd collisions between active neighboring nodes, while the
framework, with the results in [1], we show that the earlier routing protocol is responsible for finding good routes ket

results are too optimistic and hence it is important to congler g source and a destination. Thus the connectivity of a né&twor
the undgrlylng routing protocol to dimension the density ofnodes will be affected by the limitations of the routing protocol.
appropriately. The classical notion of connectivity [1] says that a network
is connected so long as there is a path between any pair of
nodes. But in practice, many routing protocols are not chesig
Multi-hop wireless communication has raised a lot of ato search exhaustively all the routes. Thus it is possibdg th
tention because of its use in ad-hoc and sensor networ&gen though the network may be connected under a particular
Ad-hoc networks arise in situations where a collection gfhysical communication model, it might still be disconmett
wireless nodes (such as laptops) wish to communicate withder a specific routing protocol.
each other without any fixed wired infrastructure. Quiteenft  In this paper we address the issue of connectivity under
since two ad-hoc nodes may not be within transmissi@nparticular routing protocol. To the best of our knowledge,
range of each other, they have to depend on other nodestfare is no previous work addressing the issue of conngctivi
communicating with each other. Thus ad-hoc networks oftétom such a standpoint. The rest of the paper is organized
use multi-hop communication. Sensor networks are deployasl follows. In Section Il, we provide a brief review of the
for the distributed monitoring of some phenomenon of irgere related work. In Section Ill, we provide a framework to
They consist of a large number of wireless sensor nodeshwhiefine connectivity for a network running a particular ragti
communicate with few sink nodes. Many sensor networks aipotocol. In the next section we use this framework to obtain
to monitor vast regions, much larger than the communicatigime critical node density requirement for connectivity fao
range of an individual node, leading to the use of multi-hogase studies: namely, GAF [2] and AIMRP [3]. We give
communication. numerical results, and compare the node densities obtained
The most important issues that govern the design of multikrough different methods, in Section V. A comparison of@od
hop wireless networks are those of connectivity, capacityensities obtained through our analysis, with that obthine
and coverage. The coverage requirement is relevant onlyfiom the generic result [1], shows that the generic resulhds
case of a wireless sensor network (WSN). The coveragptimistic. From these results, we show that routing proi®c
constraint guarantees that every point in the region oféste have a significant impact on the node density required to
is monitored by at least one node. Capacity is an importaathieve the desired level of connectivity. We finally coneu
issue, more so for ad-hoc networks than for sensor networltse paper in Section VI.

|. INTRODUCTION



1. RELATED WORK network is said to be connected i, b € N, |a,b| < <.

In [1], [4], [5] the authors study the issues of coverage,—coH thg nodes are distributed randomly then the r.esultingJIgra
nectivity, and capacity in the context of multi-hop netwark ¢ Will be a random graph. A (sample) realization of such a
In their seminal work [1], the authors consider the follogin network would either be connected or disconnected acogrdin
model. Each node can communicate up to a distance Bhe to our earlier definition. In the design phase we are intetest
nodes are distributed uniformly and randomly in a unit dicu N the probability that a sample realization of such a nekvsr
area. Then the communication radius of the nodes must gnnected. For example, assume that the nodes are distfibut
(approximately) asymptotically proportional tg/log(n)/n. umformly W|th a density of/\.nodes per unit area in a circular
(is the number of nodes) for the resulting network to bi€gion of unit area. Denoting the set of nodes b and
connected i(e,, such that there exists a path from any nod@€ probability measure on the space of such random random
to any other node). In [6], the authors assume that the nod§8pPhs byP, we say that a random network is connected with

are placed on a two dimensional lattice points (grid pointgjobability 1 — e if:
in a unit square and each node can fail independently with Py{|a,b|} < oo, Ya,be Ny} >1—e€ (1)

a probabilityp. Then they calculate sufficient and necessarl}/] th tofth il refer to th babilit
conditions for the network to be connected. € rest ot the paper we witi reter 1o the probability measu

Examples of work related to routing and MAC protocol?yBP tm;}teadbofP A g‘”}?.' st(_et of andeS biN mstgdad ofN. iical
include [3], [7], [8]. Routing protocols such as AODV (Ad- L{ Ie a O\t/eA etini ltc;]n ges n(;) f-c%n3| er one 3” 'C?h
Hoc On-demand Distance Vector), DSR (Dynamic Sour@éﬁc Ical aspect. AAS per the above detinition any weird path,

atever be its hop length, is considered to be a valid

Routing), DSDV (Destination Sequenced Distance Vecto . ) ; :
have been designed for ad-hoc networks, and modificati th.’ whereas_ this path could be infeasible W't.h respec_t toa
rticular routing protocol. For example: a routing al¢fum

j;g:g?/srgﬁir?]g%:sgé?';rigirsgeydromes instead of mmlmLﬁﬁght require paths to be shorter than some maximum number
Different architectures which affect routing mechanis fho.ps. Reaspns for restrictipg the path I.ength are asvisllo
in WSNs have been suggested in literature. Examples ?utmg algor|thm§ t_JsuaIIy infer a routing anomaly (such
such work include [9]-[12]. [2], [7] realize that for reli 2° & 100p) by verifying the number of hops traveled by a
routing, all nodes need not be awake simultaneously. [&iffer packet. Th_ese r_outmg anomalies are usually formed due_to
architectures to exploit this have been proposed. Whilg]n [node and link failures but may also be formed due to security
reaches, compromised nodes, outdated routing tableegntri

the authors suggest forming a forwarding backbone, in [ P £ imol tati f th i lqorithm. Anet
the authors propose forming a virtual grid. In [2], nodes joi Incorrect implementation ot the routing aigonthm. Anel
ason to limit the path length is to limit the maximum latgnc

the backbone depending on the local information and thé tered b ket while it i ted f th
available residual energy. In [2], only one node in eachueirt encountered by a packet whiie 1t Is routed from the source

grid remains awake. Whenever another node in a virtual gttl(& the destination in a Il_ghtly Ioad_ed network. This off_ers
wakes up, the previously awake node goes to sleep. In amye level of QoS (qua_llty of service). Hencg for practlcgl
case, we note that routing protocols have an important impé’ rposes, we must modify th_e above connectivity constraint
on the energy consumption. to take into account the maximum number of hops allowed

We feel that it is necessary to study the problem of cmt?-y a routing mechanism. L&k, be a routing policy which

nectivity in connection with the underlying routing schetne '?’towstr? nly thET_ 5atgsf_ h_?vmg flength It_es_ts Ehhnhog;
obtain meaningful results on multi-hop network dimensngni en, the probabilistic definition of connectivity becont

The work presented in this paper is a step towards undelcstaﬂ(aterm'r"s't'C version is straightforward),

ing the implications of routing on connectivity. P{la,b| < L, Ya,be N} >1—¢ (2)

I11. M OTIVATION AND SCOPE OFOUR WORK Though this definition is good enough for general ad-hoc
The problem of connectivity for multi-hop wireless net_networks, a looser condition would be more useful for WSNs.
works has been studied in the literature [1], [6] (but indeL_Jnlike general-purpose ad-hoc networks, an individualenod

’ a WSN has no objective of its own; but the WSN as a whole

pendently of routing). The definition that is commonly use - N -
for connectivity is as follows. Lel denote the set of wireless'® deployed to cater to a specific application objective. WSN
plications include event detection and reporting, pkcio

nodes and lef€ denote the set of associated links. Two nod ; theri q itori d |
a and b are linked based on some physical communicati Aia gathering and monitoring, and so on. in many Sensor

channel modeleg,, if the distance between nodes and iQetwork applications it is necessary to route the sensoty da

smaller than the communication radits,, then there exists only to the base station (or a cluster head). Hence it might be
a link between nodes andb. Let G(A/, €) denote the graph sufficient to guarantee that a path exists between any sensor

formed by the set of nodes” and the set of linkst. Let node to any one of the base stations (or a cluster head)
P, , denote the set of feasible paths from nadé nodeb, with high probability. LetB be the set of base stations (or

and let|a, b| be the minimum number of hops taken by anﬁl}uster heads). Then the connectivity constraint can éurtie

path from the path seP, ;. If there exists no path between odified as follows.
a andb, then|a,b| is taken to bexo. Under this context, a P{la,b|} <L, Yae N,FbeB}>1—¢ 3



The above definition captures the many-to-one nature of thexjuirement together (please refer to [6], [12]). Suppbse t

communications in a WSN. In case there is a single baak the nodes have a communication radius equat,tq. If

station (or a cluster head), the constraint is the same was are able to calculat&,.,, the node density required for

P{la,b| < L, Yae N} >1—¢ maintaining coverage, and..,,, the node density required for
As the sensor nodes are energy constrained, and posseamtaining connectivity, then we must choose the required

only a limited computational power, complex data-proaggsi node density\ as the larger of these two densities,,

at the application level or at the system level is pushed on to

the base-station (sink node) or cluster head. The ratidoale ArsensTeom) = maz{Asen(sen)s Acom(reom)  (8)

this is that quite often, the complexity of distributed aiftms  For Poisson deployment of nodes with density the bounds

and the associated energy-drainage, outweigh their aatyesit on the coverage probability can be given as follows [1], [5].

Also, enhancing the capabilities of a single base-stat®on i 1

easier and cheaper than producing many sophisticatedrsenso —min{1, (1 + mrZ, A2)e ™ e}

nodes. Hence, routing protocols for WSNs are not as general 0

. - - ; < P{coverage}

purpose or ‘exhaustive’ as their counterparts for traddio ) s on 2

wireless networks. < min{1,3(1 + w1, A7)e” e A} 9)
Now, if a routing protocol is not able to find all the

feasible paths of length less than F then the abave conrtylctnf e tolerance: , we can calculate the node density sufficient

constraint must be modified to take into account the Iimitet guarantee the coverage with the required probability. If
capabilities of the underlying routing protocol. For exdenp the nodes are placed deterministically on lattice (i.eid)gr

e e i ot A s oaonS eparted by  disance of W & f e 1odes are
because it is only designed to operate on a tier-by-tiersbascomplemIy reliable then it is easy to see that we need =

o /2 for coverage. But if the nodes are unreliable, i.e., if the
Hence letP% (a, b) denote the feasible path set under a routi d fail wi ' : - L
’ g th bability- p, then [6
schemeR. Let |a,b|r denote the minimum number of hopsu es can fail with some given probability p, then [6] gives

. s the necessary and sufficient conditions for coverage with
taken by any path from nodeto b in Pr(a, b). If there does connectivity. (Coverage with connectivity guaranteeg the
not exist any such path between the nodesnd b then we

that Hathl — A . inal region of interest is covered and at the same time the network
assume that we assume thatb| = oo. Assuming a single ; connected). Assuming that,.,, = .., the following is the

gase sitaanorb ('jj[Pedpmbfaﬁ'“St'c connectivity constraints 1 an[fufficient conditions for a network to be covered and coratéct
can be modiied as Tollows. (according to a generic definition) with a desired probabili
P{la,blr < oo, Va,be N} 1—e¢ (4) whenn unreliable nodes are placed at grid points in a unit

P{la,blg < 0o, Va,be B} 1—¢ (5) squareva > 0,6 > 0, anda + 23 =1,

The authors in [1], [6] use the connectivity constraint dep{coverage with connectivity} > 1 —
fined as in 1. Specifically, consider the communication radiu A Tsen
r(n) as a function of the number of nodesLet the nodes be Similar results hold for random Poisson deployment of unre-
distributed in a unit circle uniformly and randomly. Then ifiable nodes (refer to [6]).
[1] the authors show that the resulting gra@in, »(n)) with
mr(n)? = 29tk s connected with probability approaching
to 1 iff k,, — oo wherek,, is any sequence of numbers. Thus
this condition gives us the necessary asymptotic behafior oIn this section, we define and analyze node density re-
r(n) for connectivity. They also give a lower bound for thequirements for two combinations of network architectures
network to be connected as follows. and routing protocols. The first one applies to an ad-hoc
2 network organized in grid-like clusters using GAF [2], [11]
P{la,bl < oo, Va,b €N} =1 —ne o ©) with Manhattan based routing. The second one applies to a
In [6], the authors give a lower bound for a lattice networkensor network organized in tiers using AIMRP [3].
in a unit square area with unreliable nodes (with probabilit )
of failure equal tol — p) to be connected as follows. A. GAF Based Manhattan Routing
GAF organizes the network into virtual cells in a grid like
T2 manner. GAF is independent of the underlying ad-hoc routing
P{la,b| < oo, ¥a,b €N} =1 —mnpe™ =" ecom ) protocol and its principle is as follows. The region of irstr
Equations 6 and 7 are examples of what we earlier calledsubdivided into virtual cells (see Figure 1). A cell is defil
general connectivity results. We can obtain the required-nusuch that all nodes within each cell are equivalent for rayti
ber of nodes once the required connectivity probability ihe cells are assumed to be square in shape with a side length
specified. of R. Neighboring cells are cells which share at least one edge
Some results have been derived to obtain the critical nodmong them. Every node within one cell can communicate
density requirement to meet the connectivity and coveraggéth every node in a neighboring cell. GAF assumes that each

Let the required coverage probability be- . Then, given

>
2

e P e (10)

IV. CONNECTIVITY RESULTS FORSPECIFICROUTING
SCHEME
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Fig. 1. Manhattan based routing for GAF: Connectivity cileu Fig. 2. AIMRP: Area calculations for connectivity
tions
node knows to which virtual cell it belongs and requires that
only a single node in each virtual cell be awake for relaying L2 .2 L2 .

purpose at a given time to conserve energy expenditure. 1——-e T>1l—e = —e v <e
From Figure 1, we notice that in order to satisfy the " 5

GAF cell requirements, node A and node B must be able to = A > ——(loge + log(

communicate with each other. Note that node A and node "

B are the farthest nodes at the end of the long diagor®l AIMRP Based Tier Routing

002nnecting two ngeighboring two cells. Hence we must haveAIMRP (an Address-light, Integrated MAC and Routing

R® + (23) ,S o= R < r/V5, wherer is the Protocol) is designed for event reporting WSNs in which
commu_nlcauon_ raQ|us of the nodes. Now assume that tEgnsor nodes observe and report events to the base station
underlying routing is a Manhattgn b_ased routing schemea Dglhich s located inside the sensor field. Let us briefly déscri
from a sender node to the destination node is forwarded erH}g routing algorithm employed in AIMRP [3]. During the

one hnl;)d(_a In-a f(_)r_wardlrlwlg \Qrtua:] C?j” to anothler node Iln Bonfiguration phase, AIMRP organizes the entire networt int

neighboring receiving cell. Thus the data can only travehgl ;. jar tiers centered at the base-station and of thickness

horizontal or vertical directions on each hop, before ictes Consider Figure IV. Let us assume that the base-
v com- .

its destination. Under the above routing scheme and assUMiilation is at the center of the region of interest. If node S

e e ;

that B = =, the probability that the network is connecteq, er ,, intends to send data to the base-station, this data

according to the definition in 4 can be given as follows. s foryarded towards the base-station by one of the soetalle
next-hop nodes, shown in the hatched region. A node in tier

r2

) (13)

P{¥a,b e N, |a,blgar—m < oo} n forwards its data to some node in tier— 1 (or n — 2 and
> P{every cell has at least one node} so on). In turn, the node which receives this data forwards it
N to the next tiern — 2. In this way, at each hop, data from a
> 1- ZP{ceH iis empty} node in one tier is forwarded to some other node in another
i=1 tier closer to the base station. Thus if at each hop therdsexis
> 1- Ne ™ (11) at least one node with a lower tier number within the range

of the sender node, i.e. in an overlapping area shown by the
where, S = r2/5 is the area of the virtual cell an&/ hatched region in Figure IV then a path from a source node
is the number of cells in in the region. Assuming that th9 the base station is guaranteed.
region is of square shape with sides of lengthwe get  We first ca_lculatg thg numper of nodes to WhiCh. a node
N = [%12 ~ 5%22 Thus the probability that the network@n communicate in this setting. Please refer to Figure IV.
is connected under GAF based Manhattan routing can H@nsider a node S located just inside the boundary between
bounded below as follows. tier n andn + 1. The nodes that lie in the shaded area in
the figure represent the next-hop nodes for node S in the
507 .2 AIMRP based routing. The area of the shaded region can be
P{va,b e N.la,blgar-nm < oo} 21— 27 (12)  calculated as follows. By the cosine law;sA,, = o2(@n-1)+1

2no
. - _ and cosB,, = %"1’)2;’1 Then the area of the shaded
The above equation can further be simplified to give a syfgion is given as éollows.
ficient node density for satisfying the connectivity coastt

in 4 as follows. G, = A,R* + B,o*(n — 1)°R? — naR?sinA,,  (14)



Now consider that the nodes are distributed with a Poisson . r=0.1 Pr(N/W is connected)=1-¢
density of\. Let the source node S be located just at the edge ‘ ‘ ‘ ‘ ‘ ‘
of tier n to consider the worst case behavior. If no node has
been deployed in the shaded area then there does not exist a e
path from node S to the base station. The probability of this
event isPy(G,,) = e~ ¢,

Now let us assume that the maximum number of tiers is . —— GAF (Eq. 13)
Hpaz = [25] where L us the maximum distance from the =%} - Lx - Kumar Gupta (Eq. 6) ]

base station to any node. To satisfy the connectivity caimgtr
(refer to 5) for a node placed anywhere in the region we
consider the following worst case. We assume that the source R
node is placed just on the edge of the network and hence it
has to travelH,,,,, number of hops. In the worst case each
next-hop hop node can be located just on the border of the 1%2.04 006 008 01 012 014 016 018 02
next tier. If somewhere along the path there does not exist an € (required node density)

next-hop node then there will not be a path from the SensIg)ir 3. Node Density Requirements for GAF and Kumar-Gupsaltevith
node to the base station. As the number of nodes in each a,rcé';% — o1 a P
G, fori=1,--- are distributed independently we require that

for a givene > 0.

I s i S

r=0.25 Pr(N/W is connected)=1-¢

10
va€N7P{|aab|AIMRP<HmaI}Z 1—e¢ (15) :
M

Now it is easy to see that this reduces to the following.

i=Hmax —— GAF (Eq. 13)
(AIMRP Ezact) [ (1-Po(G))>1—¢ (16) - Humar Gupta (E¢.9)
=2
The index in the above product runs from 2 onward because
there always exists a path from a node in the first tier to
the base station as the base station lies in the communicatio
range of all first tier nodes. The above equation can furteer b
simplified to give an approximate node density for satigfyin §

the constraint in 5 as follows. 1804 006 008 01 012 014 016 018 02
€ (required node density)

B T S

Humaz Humaa Fig. 4. Node Density Requirements for GAF and Kumar-Gupsailtevith
[[-PR@G)=1- > P(Gi)=1-¢ Teom = 0.25
i=2 i=2

Hpax Hpaz

= Y =Y e < (Hpeo —1)e 2% <€ (17) given in 4. 13 assumes a GAF based Manhattan routing
=2 =2 scheme while 6 assumes that all possible paths can be found by

(AIMRP Approx) = \ > i(log(Hmaz —1) —loge) (18) an underlying routing scheme. In both the equations th@regi

G is considered to be a square with unit side length. In Figures
Where we have used the fact thB§G> = ¢—*C2 is the 3 and 4 we have varied the communication radius ftbinto

minimum among allPy(G;),Vi = 2, ..., Hyae. Thus from 0.25. From the figures we notice that the node density required
the above equation we can calculate the sensor node denflfyGAF based Manhattan routing is much larger than that

required to satisfy the connectivity constraint given e given by 4 for the same. Now we compare the node density
density obtained via 16 is an approximation to the true noyalues obtained by 16, 17 and 6 to satisfy the connectivity
density that can be computed using 16. We can use numerfe@pstraints given in 5 and 4. We first note that there are
methods to solve 16 and obtain an accurate node dengtight differences between what is guaranteed in 6, and in
for satisfying the connectivity constraint. If the nodes arl6. 6 guarantees that the whole network is connected with

unreliable (as an approximation) we can simply paeénstead Probability greater than or equal fo— e while 16 guarantees

of 0 as the actual node density. that even in a worst case there exists a path between a node
placed anywhere in the unit circular region and the basmatat
V. NUMERICAL RESULTS situated at the center of the circular region with probapili

In this section, we first compare the node density valugseater than or equal tb— e¢. So 6 gives a stronger condition
obtained by 13 and 6 to satisfy the connectivity constraittian 16 as the latter does not guarantee the connectivity of
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With reom = 0.1, = 0.5 0.5, = 0.25

0=0.7, r=0.1 Pr(N/W is connected)=1-¢ .
3000 ‘ ‘ : ‘ : a=0.7, r=0.25 Pr(N/W is connected)=1-¢

400 T T T T T

2500

=
2 < 300
2 2000 2
3 2
) 3 250
8 (]
2 1500 8
@ —e— AIMRP approx (Eq. 16) _g 200
=i -+ - AIMRP exact (Eq. 15) o
g 1000} —+- Kumar Gupta (Eq. 6) . 5 150} j ﬁ:mgi 2522?’%5‘1-151;3) ]
g .
< = —+- Kumar Gupta (Eq. 6)
~< 100t B
500 1
I e e S A ) Uy gt S 50+ il
0 i i i i i i i s e s S S
0.04 006 008 01 012 014 016 018 0.2 0 i i i i i i i
€ 0.04 0.06 008 01 012 014 0.16 018 02
€
Fig. 6. Node Density for AIMRP and Kumar-Gupta result with,,,, = . ) _
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the whole network. On the other hand, 6 does not guarantee a
maximum hop length for a path from a node to the base stati@vierestimates the required node density.
while 16 does guarantee a maximum path length &£1. In Figures 7 and 8 we have increased the communication
To compare the results we consider a circle with unit area aratlius of the nodes fromfL1 to 0.25. As expected, the required
the base station is placed at the center. Thus the maximande density calculated by all the methods decreases.
number of hops for AIMRP becomé&3,,,.. = (ﬁ]. The numerical results demonstrate that the node density
In Figures 5 and 6 we have varied the valuenofrom 0.5 requirements obtained through our framework are higher tha
From the figure we see that the lower valuesajive a lower those obtained through the classical results. The reason fo
required node density. This is as expected because the lotés can be explained as follows. First, both GAF with Man-
the value ofa, the greater is the overlapping area, and theattan routing and AIMRP are examples of combinations of
smaller is the probability that there does not exist a next ha specific network architecture and a routing protocol that
node in AIMRP. But we should also note that lower value afses a coarse level of addressing. An ad-hoc network using
« increases the maximum number of hops guaranteed fronGAF is structured into cells, and a sensor network using
node to the base station. Far= 0.5, the maximum number AIMRP is organized into tiers. Communications are only
of hops needed is arourd% larger than the number neededallowed between two cells or tiers, and nodes within a cell
for o = 0.7. As o does not affect affect the connectivity resulbr tier are indistinguishable. Thus, we are removing alhpat
in 6, the node density obtained via 6 remains unchanged. B¥ich involve links between nodes within the same cell or
comparing the required node densities obtained via 17 atel. Secondly, in both cases, the routing protocol enforce
16 we also conclude that the approximate solution heavitpmmunications between cells or tiers to be of a specific



nature. In case of Manhattan routing, cells can only talk to ACKNOWLEDGEMENTS

each other if they have an edge in common, while in case ofrhis work was supported in part by the Indiana Twenty First
AIMRP, a tier can only communicate to another tier if it iscentury Fund through the Indiana Center for Wireless Com-

closer to the base-station. Thus, we are further reducegéb ynications and Networking, and by the National Foundation
of feasible paths between all nodes to obey a specific routifgant No. 0087266.

structure. As a result, the required node density incredisiss

difficult to say which of the above two reasons has a stronger REFERENCES

impact on the required node density, but we feel that both gf] p. Gupta and P. R. Kumar, “Critical power for asymptotannectivity,”

the reasons have a reasonable effect which leads to an higherin Proceedings of 37*" |EEE conference of decision and control, San

required node density to maintain the desired connectivity ,, $.ra)1<nuc’|3(.:0|_,|eLinS§]L|;.r?r?’85nd D. Estrin, “Geography-informenrgy con-
The numerical results demonstrate that the connectivity re = servation for ad hoc routing,” iRroceedings of International Conference

sults obtained without considering practical routing aipons on Mobile Computing and Networks MOBICOM, 2001.

. . L . [3] S. S. Kulkarni, A. lyer, and C. Rosenberg, “An addredsjginte-
and maximum hop length constraints are optimistic, andgusin grated mac and routing protocol for wireless sensor netsyor®ub-

them would force us to use complex routing algorithms with  mitted for Publication IEEE Transactions on Networking, Dec 2003,
high overheads in networks which might have been designed (http://min.ecn.purdue.edu/Sunilkul/AIMRP.pdf).

. . . . ] P. Gupta and P. R. Kumar, “The capacity of wireless neks@rlEEE
for carrying light load. Thus connectivity results withoat Transactions on Information Theory, vol. 46, no. 2, 2000.

specific routing scheme (or with a ideal routing scheme) dg)] P. Hall, “Introduction to the theory of coverage proaess Wiley, New
not represent true figures of the required node density. As York, 1998.

. S. Shakkottai, R. Srikant, and N. Shroff, “Unreliablenser grids: Cover-
the routing schemes are made more and more complex, t age, connectivity and diameter,” in Proceedings of IEEE INFOCOM,

required node density will drop at the cost of the complexity  2003.

of the routing protocol overheads. [7]1 B. Chen, K. Jamieson, H. Balakrishnan, and R. Morris, AP an
energy-efficient coordination algorithm for topology maimance in
VI. CONCLUSION ad hoc wireless networks,” innternational Conference on Mobile

) ) o Computing and Networking (MOBICOM), Atalanta, Georgia, USa, July
In this paper, we motivated the need to compute connectivity 2001. _ _ _ ‘ o
requirements bearing in mind, the underlying network archil8l C. Intanagonwiwat, R. Govindan, , and D. Estrin, "Direttdiffusion:
d ti t Is. We introduced a framework fo A scalablg and robust communication paradlgm for senst_wmltet;,
teCFu_re and rou '_“9 protocols. ! u_ A W in Proceedings of International Conference on Mobile Computing and
defining connectivity for a general underlying routing ol Networks MOBICOM, Annapolis, USA, August 2000.
Then we evaluated the node density requirements for twil W. B. Heinzelman, A. Chandrakasan, and H. Balakrishnahn
| GAE b d Manhatt fi d AIMRP b d application-specific p_rotocol architecture for_wu_elesmrmsensor net-
?Xamp e_S' ase ' annhattan routing, an ased yorks,” |EEE Transactions on Wireless Communications, October 2002.
tier routing. The numerical results demonstrate that the cq10] C. Schurgers, V. Tsiatsis, S. Ganeriwal, and M. B. Sitaaa, “Op-
nectivity results obtained without considering the unyied timizing sensor networks in the energy-density-latencgigte space,’
. Is vield L | f he ré Transactions on Mobile Computing, January 2002.
routing prO_tOCOSer very Optl_mI_StIC values or the reqd [11] P. Santi and J. Simmon, “Silence is golden with high piulity:
node density. The reason for this is that, in both the cakes, t = Maintaining a connected backbone in wireless sensor nksgoPro-
simplicity of the routing protocols restricts the set of gibte ceedings of First European Workshop on Wireless Sensor Networks
-destinati ths. This suggests a trade-off leatibe EVEN, January 2004.
source es_ na IOI’! paths. IS sugg > " [12] V. Mhatre, C. Rosenberg, D. Kofmann, R. Mazumdar, an&hoff, “A
node density requirements for connectivity and the conigylex minimum cost surveillance sensor network with a lifetimensteaint,”
of the underlying routing protocol. GAF and AIMRP offer ~ in IEEE Transactions on Mobile Computing, 2003.
simple routing protocols at the cost of a higher node density
requirement for connectivity. The network designer musipke

in mind this trade-off while dimensioning the network.



