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Abstract

For wireless networks with multiple sources, an omnidirectional relay scheme is developed, where

each node can simultaneously relay different messages in different directions. This is accomplished by

the decode-and-forward relay strategy, with each relay binning the multiple messages to be transmitted,

in the same spirit of network coding. Specially for the all-source all-cast problem, where each node

is an independent source to be transmitted to all the other nodes, this scheme completely eliminates

interference in the whole network, and the signal transmitted by any node can be used by any other

node. For networks with some kind of symmetry, assuming no beamforming is to be performed, this

omnidirectional relay scheme is capable of achieving the maximum achievable rate.

I. INTRODUCTION

In wireless networking, relay is a way of expanding communication range or increasing

communication rate, with the help of other nodes. As such, more nodes are involved and more

signals will be transmitted. It is therefore important to design and coordinate these signals to

maximize the cooperation and minimize the interference. Between the two fundamental relay

strategies proposed in [1], especially, the decode-and-forward strategy enables the destination

node to fully enjoy the transmitted power of both the source node and the relay node. This

is still realizable when multiple relays are introduced to help the destination [2], [3], [4], and

interference can be completely eliminated for arbitrarilylarge networks.

However, the situation is much more complicated when there are multiple sources in the

network [5]. Unlike the case of a single source where all nodes are essentially transmitting the

same information, multiple sources seem inevitably resultin interference. Nevertheless, studies

of the two-way relay channel [6], [7] have indicated the possibility of no interference even if

there are more than one sources.

In this paper, we develop an omnidirectional relay scheme for wireless networks with multiple

sources, where, each node can simultaneously relay different messages in different directions.

http://arxiv.org/abs/0812.0038v2
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This is accomplished by binning multiple messages at each relay, as a generalization of the

scheme proposed in [7], in the same spirit of network coding [8].

The basic idea of network coding [8] can be explained with thefollowing example. Suppose

that nodeA wants to send out two bits of informationb1 and b2, with b1 to nodeB, and b2

to nodeC. However, if nodeB already knowsb2 and nodeC already knowsb1, then this can

be accomplished by just sending out one bitb1 ⊕ b2 to both nodeB and nodeC, since node

B can recoverb1 by computingb2 ⊕ (b1 ⊕ b2) = b1, and nodeC can recoverb2 by computing

b1 ⊕ (b1 ⊕ b2) = b2.

This scheme can be generalized with the technique of binning[7]. Consider the problem that

nodeA wants to send out two messagesw1 and w2, with w1 to nodeB, andw2 to nodeC,

where,w1 can takeM1 different values andw2 can takeM2 different values, and possibly,

M1 6= M2. Similarly, assume that nodeB already knows the true value ofw2, and nodeC

already knows the true value ofw1. Instead of sending out both the messages(w1, w2), which

can be any of theM1M2 different vectors, nodeA can throw these vectors intoM bins, with

M = max{M1,M2}, and send out the index of the bin that contains the true vector. In this way,

nodeA only needs to send out a message withM different values. It can be easily checked that

whenM ≥ max{M1,M2}, it is possible to bin theM1M2 different vectors of(w1, w2) in such

a way that in each bin, no two vectors contain the samew1 or the samew2. Therefore, knowing

the true value ofw2, and the bin that contains the true value of(w1, w2), nodeB can uniquely

determine the true value ofw1. Similarly, nodeC can uniquely determine the true value ofw2.

The above binning scheme can be easily generalized to send any number of messages. In

the context of wireless relay networks, nodeA can be a relay that wants to forward different

messages to different nodes. With the binning technique, nodeA only needs to send one signal

representing the bin index, from which, different receivers can pick up different messages based

on their differenta priori knowledge of the messages. Furthermore, with this binning scheme,

it is also shown in [7] that every receiver can fully exploit all the signal power, as if nodeA is

only sending those messages unknown to it.

NodeA can also use other ways to relay multiple messages, e.g., by superposition coding.

It can first encode each message individually by a signal, andthen superpose them together

into a layered signal to transmit. Upon receiving this layered signal, each receiver can pick out

the layers that correspond to the unknown messages, by deleting the layers that correspond to

the messages already known. Compared to the binning scheme,an obvious drawback of this

superposition scheme is that the total transmit power of node A has to be clearly divided among

the messages, and each receiver can only exploit the part that is used for its unknown messages.
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However, this way of clearly layering different messages makes it easier to establish cooperation

between different transmitters. For example, to send the same message to a common receiver,

beamforming or coherent transmission can be established between two transmitters so that the

received power can be boosted. On the other hand, this is not so easy to realize with the binning

scheme unless the two transmitters are sending exactly the same set of messages.

Using superposition coding to establish coherent transmission was originally proposed in [1]

for the relay channel. It was later extended to the case with multiple relays [2], [3], [4], and

to the two-way relay channel [6]. It can also be applied to a general framework with multiple

sources, relays and destinations [5]. However, the corresponding achievable rate regions become

extremely messy for general networks, when there are too many layers of signals to consider. In

this paper, we only consider the binning technique in the omnidirectional relay scheme.

As a special application which may be the best to demonstratethe benefit of this binning

scheme, we consider the all-source all-cast problem, whereeach node is an independent source,

to be sent to all the other nodes. We will show that for such problems, it is possible to completely

eliminate interference in the network, and each node will enjoy the power transmitted by all the

other nodes.

The remainder of the paper is organized as the following. In Section II, we introduce a

general framework of omnidirectional relay with arbitrarysource-destination distributions in

mind. Starting from Section III, we will focus on the all-source all-cast problem. First, a special

version of the omnidirectional relay scheme is developed inSection III for the all-source all-

cast problem. Then a key technical lemma is presented in Section IV, before we prove some

achievability results in Section V. Finally, some concluding remarks are presented in Section VI.

II. A N OMNIDIRECTIONAL RELAY SCHEME

Consider a wireless network ofn nodesN = {1, 2, . . . , n}.

Consider the following AWGN wireless network channel model:

Yj(t) =
∑

i∈N

i 6=j

gi,jXi(t) + Zj(t), ∀ j ∈ N , t = 1, 2, . . . (1)

where,Xi(t) ∈ C1 and Yi(t) ∈ C1 respectively denote the signals sent and received by Node

i ∈ N at time t; {gi,j ∈ C1 : i 6= j} denote the signal attenuation gains; andZi(t) is zero-mean

complex Gaussian noise with varianceN . Note that we are considering a full-duplex model, i.e.,

nodes can transmit and receive signals at the same time. However, it will be clear that the main

results of this paper can be easily extended to half-duplex models.
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Consider the networking problem where each nodei ∈ N wants to send the same information

at rateRi (can be zero) to all the nodes in a subsetTi ⊂ N . Or reversely, each nodei ∈ N

wants to receive the information sent by all the nodes in somesubsetSi ⊂ N . To achieve this,

we design an omnidirectional relay scheme as the following.

We choose a sequence of decode-sets and encode-sets for eachnode inN in the following

order. First, for each nodei ∈ N , choose a subset ofN\{i} as its 1-hop decode-setDi(1), and

then choose a subset ofDi(1) as its 1-hop encode-setEi(1). That is,

Ei(1) ⊆ Di(1) ⊆ N\{i}.

Then, for each nodei ∈ N , choose its 2-hop decode-set and encode-set as

Di(2) ⊆ N\
{

{i} ∪ Di(1)

}

Ei(2) ⊆
{

Di(1) ∪ Di(2)

}

\Ei(1)

Sequentially, fork = 3, 4, . . . , L, whereL is some selected finite integer, nodei’s k-hop decode-

set and encode-set are chosen as

Di(k) ⊆ N\
{

{i} ∪ Di(1) ∪ · · · ∪ Di(k−1)

}

Ei(k) ⊆
{

Di(1) ∪ · · · ∪ Di(k)

}

\
{

Ei(1) ∪ · · · ∪ Ei(k−1)

}

We use block Markov coding. ConsiderB blocks of equal length, and in each blockb =

1, 2, . . . , B, denote the message of nodei by wi(b), which is encoded at rateRi.

In block 1, each nodei transmits its own messagewi(1). At the end of block 1, each nodei

decodes the messages sent by the nodes of its 1-hop decode-set, i.e., {wj(1) : j ∈ Di(1)}.

In block 2, each nodei transmits{wi(2), wEi(1)(1)} using the binning technique, where,wEi(1)(1)

stands for{wj(1) : j ∈ Ei(1)}. That is, besides its own messagewi(2), node i also helps

transmitting the previous-block messages of the nodes in its 1-hop encode-set, which have been

decoded by nodei sinceEi(1) ⊆ Di(1). At the end of block 2, each nodei decodes the block-2

messages of the nodes in its 1-hop decode-set and the block-1messages of the nodes in its 2-hop

decode-set, i.e.,{wDi(1)
(2), wDi(2)

(1)}.

Sequentially, in blockb = 3, 4, . . . , each nodei transmits{wi(b), wEi(1)(b−1), . . . , wEi(b−1)
(1)}

using the binning technique, and decodes{wDi(1)
(b), . . . , wDi(b)

(1)} at the end of blockb, where,

let Ei(b) = Di(b) = ∅ whenb > L, and always setw∅(l) = ∅ for any l ≥ 1.

To implement the above omnidirectional relay scheme, we canuse regular encoding/sliding-

window decoding with random binning at each node, as has beenused in several simple networks

in [7]. Note that random binning can be replaced by deterministic binning that is easier to

implement, although random binning is simpler to describe in the achievability proof.
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In order to successfully carry out the above omnidirectional relay scheme, obviously, the

necessary and sufficient condition is that at the end of each block b = 1, 2, 3, . . ., every nodei ∈ N

can successfully decode{wDi(1)
(b), . . . , wDi(b)

(1)}. This is essentially a multi-block multiple-

access problem, which will be discussed in detail in SectionIV.

Apparently, the result of successfully carrying out the omnidirectional relay scheme forB

blocks, with B ≫ L such that(B − L)/B ≈ 1, is that each nodei receives the messages

generated by all the nodes in the set
⋃L

k=1Di(k), approximately at their initial rates. Therefore,

the original networking problem is solved as long asSi ⊆
⋃L

k=1Di(k) for all i ∈ N .

Hence, the key step in the design of the omnidirectional relay scheme is the selection of

appropriate decode-sets and encode-sets. The sizes of decode-sets are restricted by the decoding

requirement, but should be large enough to finally cover all the intended source nodes. Larger

encode-sets result in more messages being helped, but may increase the decoding burden to

some nodes that may not be interested in all the messages. It is instructive to note that finally,

for any nodei, the signals transmitted by all the nodes in
⋃L

k=1Di(k) are decoded, either as useful

messages, or as useless messages but not causing interference, while the signals transmitted by

all the nodes inN\
⋃L

k=1Di(k) are not decoded, thus causing interference.

III. T HE ALL -SOURCE ALL-CAST PROBLEM

In order to demonstrate the benefit of the omnidirectional relay scheme, in this paper, we

focus on the special networking problem where all the nodes are independent sources and each

node wants to send its information to all the other nodes in the network. That is, we consider

the special case whereTi = N\{i} for all i ∈ N , or equivalently,Si = N\{i} for all i ∈ N .

Naturally, this can be named as the all-source all-cast problem. To simplify the studies, we only

address the case where all ratesRi are equal to some common rateR.

We make a very general assumption on the signal attenuation.We only assume that longer

distance, higher attenuation. That is, there is a non-increasing function to relate the magnitude

of the gains in (1) to the distance:

|gi,j| = g(di,j), (2)

wheredi,j is the distance between nodei and nodej, andg(·) is some non-increasing function.

For simplicity, we assume the same transmit power constraint P for all the nodes. Therefore,

when a nodei is transmitting at its full power, the corresponding received power at another node

j is |gi,j|2P .

We will show that for the all-source all-cast problem, it is possible to completely eliminate

interference in arbitrarily large wireless networks, and each node can make use of the signals
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transmitted by all the other nodes. More importantly, we will show the achievability of the

following common rate for the all-source all-cast problem for some network topologies by the

omnidirectional relay scheme:

R <
1

n− 1
log



1 +
min
j

∑

i 6=j |gi,j|
2P

N



 . (3)

Obviously,
∑

i 6=j |gi,j|
2P is the total received power at nodej if the signals transmitted by

different nodes didn’t add up coherently at the receiver. This will be the case if independent

codebooks are used at different nodes. Then,minj

∑

i 6=j |gi,j|
2P corresponds to the node whose

total received power is the least. Since every node needs to decode all the othern− 1 sources,

(3) clearly is the highest common rateR achievable for the all-source all-cast problem according

to the Shannon formula.

It may be possible to achieve higher rates than (3) by using correlated codebooks at different

nodes to boost the received power at some nodes, say, by beamforming or coherent transmission.

A method is by using superposition coding as mentioned in theIntroduction. However, this

may be hard to implement in practice due to, e.g., the lack of channel state information at the

transmitters. Moreover, note that cooperating signals must represent the same information in order

to cooperate, which means that they cannot help the transmission of other different messages.

This may not be a good choice for the all-source all-cast problem, where the messages to be

transmitted by any two nodes are not completely the same.

We will show that the rate (3) is achievable for networks withsome kind of symmetry, which

include the network depicted in Fig. 1 where the nodes are evenly spaced. In the following,

we first develop a special version of the omnidirectional relay scheme for the all-source all-cast

problem, where network topology is taken into consideration.

1 2 3

Fig. 1. A regular network.

A. A distance-regulated omnidirectional relay scheme

We introduce the concept ofk-hop neighbors in the network in the following way. First, for

each nodei, define a set of nodes in its neighborhood as its 1-hop neighbors, and denote the
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set asNi(1). The way of defining 1-hop neighbors depends on the network topology and will be

specified later on for different networks. If nodej is a 1-hop neighbor of nodei, it is said thatj

can reachi in one hop. If furthermore,i is a 1-hop neighbor of nodel, then it is said thatj can

reachl in two hops. Similarly, it can be said that a node can reach another node ink hops, for

any positive integerk. Now, for each nodei, its k-hop neighbors is defined as the set of nodes

that can reach it ink hops, but not in any less hops, and denote this set asNi(k). Mathematically,

Ni(k) can be sequentially defined as

Ni(k) = {j : j ∈ Nl(1) for somel ∈ Ni(k−1), (4)

and j /∈ {i} ∪ Ni(1) ∪ · · · ∪ Ni(k−1)}.

It is clear that for any network of a finite number of nodes, there is a finite numberLi for each

i ∈ N , such thatNi(k) = ∅ for k > Li.

We use block Markov coding. In block 1, each nodei transmits its own messagewi(1). At the

end of block 1, each nodei decodes at least the messages sent by its 1-hop neighbors{wj(1) :

j ∈ Ni(1)} (Maybe more can be decoded). In block 2, each nodei transmits{wi(2), wNi(1)
(1)}

using the binning technique, where for simplicity,wNi(1)
(1) stands for{wj(1) : j ∈ Ni(1)}. At

the end of block 2, each nodei decodes at least the block-2 messages of its 1-hop neighborsand

the block-1 messages of its 2-hop neighbors, i.e.,{wNi(1)
(2), wNi(2)

(1)}. In block 3, each node

i transmits{wi(3), wNi(1)
(2), wNi(2)

(1)} using the binning technique. Generally, in blockb, each

nodei transmits{wi(b), wNi(1)
(b− 1), . . . , wNi(b−1)

(1)} using the binning technique, and decodes

at least{wNi(1)
(b), . . . , wNi(b)

(1)} at the end of blockb, where, when the block number is large

enough such thatNi(b) = ∅, w∅(l) = ∅ for any l ≥ 1.

Obviously,Ei(k) corresponds toNi(k) in this special version, whileDi(k) can be arbitrary as

long as

Ei(1) ∪ · · · ∪ Ei(k) ⊆ Di(1) ∪ · · · ∪ Di(k), for any i ∈ N andk ≥ 1.

In order to solve the all-source all-cast problem where eachnode needs to decode the messages

of all the other nodes, for the networks to be discussed in Section V, we will choose the 1-hop

neighbor sets{Ni(1) : i ∈ N} in a way such that for anyi ∈ N ,

Li
⋃

k=1

Ni(k) = N\{i}. (5)

To show that this scheme works for some networks, we start with a key technical lemma in

next section, which discusses a multiple-access decoding based on multiple blocks.
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IV. K EY TECHNICAL LEMMA : MULTI -BLOCK MULTIPLE-ACCESS

Consider an AWGN multiple access channel

Y (t) =
∑

i∈M

Xi(t) + Z(t), (6)

where,M = {1, 2, . . . , m} denotes the set of sources.

According to the well known multiple-access capacity region [9, Ch.14], a rate vector(R1, . . . , Rm)

is achievable if and only if the inequality
∑

i∈S

Ri < log

(

1 +

∑

i∈S Pi

N

)

(7)

holds for all non-empty subsetsS ⊆ M. Namely, if each sourcei ∈ M encodes its message

wi at rateRi with independent Gaussian block codewords X
¯i(wi) with powerPi, then (7) is the

necessary and sufficient condition such that{w1, w2, . . . , wm} can be decoded, in the sense that

the decoding error can be made arbitrarily small by increasing the block length.

Obviously, (7) needs to hold for all nonemptyS ⊆ M in order to decode{w1, w2, . . . , wm}.

However, it may not be so commonly recognized that as long as (7) holds for the oneS = M,

there must be some nonempty subset of{w1, w2, . . . , wm} that can be decoded. This is formally

stated as the following lemma.

Lemma 4.1: For the multiple access channel (6), with each sourcei ∈ M sending a message

wi at rateRi with powerPi, there always exists some nonempty subset of{w1, w2, . . . , wm} that

can be decoded, as long as the following inequality holds:
∑

i∈M

Ri < log

(

1 +

∑

i∈M Pi

N

)

(8)

i.e., (7) withS = M.

Proof: We use a contradiction argument. Suppose (7) doesn’t hold for someA ⊂ M, i.e.,
∑

i∈A

Ri ≥ log

(

1 +

∑

i∈A Pi

N

)

. (9)

Then taking the difference between (8) and (9), we have
∑

i∈Ac

Ri < log

(

1 +

∑

i∈Ac Pi

NA

)

(10)

where,Ac = M\A, andNA =
∑

i∈A Pi+N . Now, by comparing (10) with (8), we arrive at the

same situation as (8) withM replaced byAc, andN replaced byNA. Similarly, if the inequality
∑

i∈S

Ri < log

(

1 +

∑

i∈S Pi

NA

)

(11)
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holds for all nonemptyS ⊆ Ac, then the subset of messages{wi : i ∈ Ac} can be decoded;

Otherwise, if (11) doesn’t hold for someB ⊂ Ac, the process can be continued withBc = Ac\B.

As the size of the subset decreases, we must be able to reach a nonempty subset where all

the necessary inequalities of the type (11) hold, and thus the messages can be decoded. This is

obvious, since if the process continues without stopping, it must reach a subset with only one

source, and by then, the single inequality like (10) sufficesfor the decoding.

Therefore, we proved that if (8) holds, there must exist a nonempty subsetM2 ⊆ M such

that {wi : i ∈ M2} can be decoded, while{wi : i ∈ M1} with M1 = M\M2 cannot.

Now, in our block Markov coding setting with relays, the nodes help each other to transfer

messages. To put into this perspective, let us consider a two-block decoding situation where in

the first block{wi(1) : i ∈ M2} are decoded while{wi(1) : i ∈ M1} are not, and in the second

block, each nodei ∈ M2 helps transmitting some messages from{wi(1) : i ∈ M1} besides its

own messagewi(2). The goal now is to decode{wi(2) : i ∈ M2}∪{wi(1) : i ∈ M1} at the end

of the second block. In consistency with our notation earlier, denotewM1(1) = {wi(1) : i ∈ M1},

wM2(2) = {wi(2) : i ∈ M2}, and{wM2(2), wM1(1)} = {wi(2) : i ∈ M2} ∪ {wi(1) : i ∈ M1}.

DenoteJi ⊂ M as the set of nodes that nodei helps in the second block, i.e., nodei sends

a codeword X
¯i(wi(2), wJi

(1)) by binning the multiple messages in the second block. Reversely,

denoteIi ⊂ M as the set of nodes that will help nodei to transmitwi(1) in the second block.

For any subsetS ⊆ M, let S1 = S ∩M1, and let

S2 = (S ∩M2) ∪ (
⋃

i∈S1

Ii ∩M2). (12)

That is,S2 also consists of nodes fromM2 that may not be inS, but are helping transmitting

wS1(1). Then, it can be easily verified with a typical sequence argument that{wM2(2), wM1(1)}

can be decoded if and only if for any nonempty subsetS ⊆ M,
∑

i∈S

Ri < log

(

1 +

∑

i∈S1
Pi

N

)

+ log

(

1 +

∑

i∈S2
Pi

∑

i∈M1
Pi +N

)

(13)

where the first term is the contribution of the nodes inS1 from the first block, and the second

term is the contribution of the nodes inS2 from the second block. Actually, it is rather instructive

to think of the constraints (13) for all nonemptyS ⊆ M as a two-block multiple-access region.

Although it is necessary that the inequality (13) should hold for all nonemptyS ⊆ M in order

to decode{wM2(2), wM1(1)}, as in the case of one-block multiple-access discussed earlier, we

will show that the following single inequality
∑

i∈M

Ri < log

(

1 +

∑

i∈M1
Pi

N

)

+ log

(

1 +

∑

i∈M2
Pi

∑

i∈M1
Pi +N

)

(14)
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i.e., (13) withS = M, is enough to ensure that some nonempty subset of{wM2(2), wM1(1)}

can be decoded.

We still use a contradiction argument. If (13) holds for all nonemptyS ⊆ M, then{wM2(2), wM1(1)}

can be decoded; Otherwise, if for some nonemptyA ⊂ M, (13) doesn’t hold, i.e.,
∑

i∈A

Ri ≥ log

(

1 +

∑

i∈A1
Pi

N

)

+ log

(

1 +

∑

i∈A2
Pi

∑

i∈M1
Pi +N

)

(15)

then taking the difference between (14) and (15), we have
∑

i∈Ac

Ri < log

(

1 +

∑

i∈Ac

1
Pi

∑

i∈A1
Pi +N

)

+ log

(

1 +

∑

i∈Ac

2
Pi

∑

i∈A2
Pi +

∑

i∈M1
Pi +N

)

(16)

where,Ac = M\A, Ac
1 = M1\A1, andAc

2 = M2\A2. By the definition (12), it simply follows

thatA ⊆ A1∪A2 andAc ⊇ Ac
1∪Ac

2. Hence, by replacingAc with Ac
1∪Ac

2 in the left-hand-side

of (16), we have
∑

i∈Ac

1∪A
c

2

Ri < log

(

1 +

∑

i∈Ac

1
Pi

∑

i∈A1
Pi +N

)

+ log

(

1 +

∑

i∈Ac

2
Pi

∑

i∈A2
Pi +

∑

i∈M1
Pi +N

)

. (17)

This is the same situation as (14) withM replaced byAc
1 ∪ Ac

2, M1 replaced byAc
1, M2

replaced byAc
2, and some adjustment of the noises. Now, the messages to be decoded are

{wAc

2
(2), wAc

1
(1)}. As in the case of one-block multiple-access discussed earlier, such a process

can be continued until we find a nonempty subset of{wM2(2), wM1(1)} that can be decoded.

Therefore, we proved that the inequality (14) alone ensuresthat there always exists a nonempty

subset of{wM2(2), wM1(1)} that can be decoded. Note that by combining the two terms on the

right-hand-side, (14) becomes
∑

i∈M

Ri < log

(

1 +

∑

i∈M Pi

N

)

(18)

which is exactly the same as (8). In other words, the inequality (8) or (18) makes sure that there

are always some messages that can be decoded, no matter whether it is one-block multiple-access,

or two-block multiple access with relays.

It is now clear that generally we have the following conclusion for K-block multiple-access

with relays.

Lemma 4.2: Consider aK-block decoding situation where{wMK
(K), . . . , wM1(1)} are to be

decoded for some disjoint subsetsMk, k = 1, . . . , K with
⋃K

k=1Mk = M, or equivalently to

say, that{wMk
(k − 1), . . . , wMk

(1)} have been decoded fork = 2, . . . , K. During each block

k = 2, . . . , K, every nodei ∈ Mk helps transmitting a subset of{wMk−1
(k − 1), . . . , wM1(1)}

besides its own messagewi(k) with the binning technique. Then there is always a nonempty

subset of{wMK
(K), . . . , wM1(1)} that can be decoded if (18) holds.
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V. NETWORKS WITH SYMMETRIC TRAFFIC

After the discussion of last section, it is clear that no matter how complicated the relay situation

is, at the end of each blockb, every nodei can always decode the new messagesw(b) of a

nonempty set of nodesGi(b) ⊂ N , under the condition (3). (More detailed arguments about

this will be presented in the proof of Theorem 5.1). Then in order to successfully carry out the

distance-regulated omnidirectional relay scheme presented in Section III, we only need to make

sure that for eachi ∈ N

Ni(1) ⊆ Gi(b), for all b = 1, . . . , B. (19)

Due to the monotonicity of the power attenuation model (2), messages sent by nodes that

are closer are generally easier to decode, and therefore it is natural to chooseNi(1) as a set

composed of the closest nodes. In view of the requirement (19), it is preferable to put as few as

possible nodes intoNi(1). However, for the all-source all-cast problem, eachNi(1) should contain

sufficiently many nodes so that (5) holds, i.e., the whole network will be covered and each node

will decode the messages of all the other nodes.

When we are sure that there are some nodes whose messages can be decoded but not knowing

how many of them there are, it is not clear whether the messages of all the nodes inNi(1) can be

decoded ifNi(1) contains more than one nodes. However, there is a special situation where we

can be sure, i.e., when there is some kind of symmetry to all the nodes inNi(1), in the sense that

if one of them can be decoded, the others certainly can. Two simple examples of this are shown

in Fig. 2, where clearly, for any nodei, the traffic is symmetric on both sides. For each nodei,

by choosingNi(1) as its two neighboring nodes, which are mostly easy to decode, it is certain

that both of them can be decoded. Since (5) obviously holds bythis definition, the all-source

all-cast problem for these networks is solved under the condition (3).

Fig. 2. Two symmetric networks.
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The network depicted in Fig. 1 is not completely symmetric. For any node not in the center,

i.e., i 6= (n + 1)/2, the traffic on one side is heavier than the other side. However, there is still

some kind of symmetry as we will show later on, so that any non-boundary nodei /∈ {1, n} can

decode the messages of both its neighbors{i− 1, i+1} simultaneously, under the condition (3).

We will first prove this for more general network topologies,and then the regular topology in

Fig. 1 will follow as a simple corollary. Alternatively, a direct proof for the regular network in

Fig. 1 has been presented in [10].

1 2 3

Fig. 3. A general one-dimensional network.

Consider a general wireless network ofn nodes located on a straight line, labeled sequentially

by 1, 2, . . . , n, as depicted in Fig. 3. It is convenient to introduce the notation

Pi,j = |gi,j|
2P

for any i, j ∈ {1, 2, . . . , n}.

For any nodei /∈ {1, n}, let its 1-hop neighbors beNi(1) = {i − 1, i + 1}. Let N1(1) = {2}

and Nn(1) = {n − 1}. We will show that the distance-regulated omnidirectionalrelay scheme

presented in Section III works for this one-dimensional network as long as the common rateR

satisfies (3) and the following two symmetric sets of constraints for everyi ∈ {2, 3, . . . , n− 1}:

i) For anyℓ = 1, . . . , i− 2, at least one of the following two inequalities holds:

(ℓ+ n− i)R < log

(

1 +
P1,i + · · ·+ Pℓ,i + Pi+1,i + · · ·+ Pn,i

N

)

(20)

or (n− i)R < log

(

1 +
Pi+1,i + · · ·+ Pn,i

P1,i + · · ·+ Pℓ,i +N

)

(21)

ii) For any r = i+ 2, . . . , n, at least one of the following two inequalities holds:

(i+ n− r)R < log

(

1 +
P1,i + · · ·+ Pi−1,i + Pr,i + · · ·+ Pn,i

N

)

(22)

or (i− 1)R < log

(

1 +
P1,i + · · ·+ Pi−1,i

Pr,i + · · ·+ Pn,i +N

)

(23)

In other words, we have the following theorem.

Theorem 5.1: For the one-dimensional wireless network, a common rateR is achievable for

the all-source all-cast problem with the omnidirectional relay scheme, if it satisfies (3), and also

for every i ∈ {2, 3, . . . , n− 1}, the above constraints i) and ii) hold.
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Proof: With the distance-regulated omnidirectional relay scheme, we only need to show that

at the end of each blockb, every nodei can decodewNi(1)
(b).

Obviously, for any nodei and at the end of any blockb, there are a sequence of disjoint

subsetsMk, k = 1, . . . , b (can be empty) with
⋃b

k=1Mk = N\{i} such that{wMb
(b), wMb−1

(b−

1), . . . , wM1(1)} are to be decoded, or equivalently to say, that{wMk
(k−1), . . . , wMk

(1)} have

been decoded for anyk = 2, . . . , b in the previous blocks. Then according to Lemma 4.2, there

must exist a nonempty subset of{wMb
(b), wMb−1

(b− 1), . . . , wM1(1)} that can be decoded, due

to

(n− 1)R < log

(

1 +
P1,i + · · ·+ Pi−1,i + Pi+1,i + · · ·+ Pn,i

N

)

(24)

which follows from (3). If this nonempty subset is disjoint with wMb
(b), then after the decoding,

we arrive at a similar situation with another sequence of disjoint M′
k, k = 1, . . . , b with

⋃b

k=1Mk = N\{i}. Then Lemma 4.2 can be applied again with (24) so that more messages

can be decoded. This process can be continued as long as all nodes inN\{i} have messages to

be decoded. In other words, finally, there must be a nonempty subsetM∗
b ⊆ N\{i} such that

wM∗
b
(b) can be decoded at the end of blockb.

According to the relay structure and the monotonicity of thepower attenuation,M∗
b can only be

one of the following three types of subsets of nodes:{ℓ, . . . , i−1} for someℓ < i; {i+1, . . . , r}

for somer > i; or {ℓ, . . . , i − 1, i + 1, . . . , r} for someℓ < i < r. This is simply based on

the observation that on either side, it is always easier to decode messages from nodes closer. If

i is a boundary node, i.e.,1 or n, then only one of the first two types is possible and clearly

Ni(1) ⊂ M∗
b . Now, for a non-boundary nodei ∈ {2, 3, . . . , n − 1}, all three types are possible.

If M∗
b is of the third type, then clearly,Ni(1) ⊂ M∗

b and the proof is finished. IfM∗
b is of the

first type, then Lemma 4.2 still can be applied with either (20) or (21) continually untilwi+1(b)

is decoded. Note that the case (21) is different from (20) in the sense that there is no intension

to decode the messages of the nodes{1, . . . , ℓ}, and their transmissions are treated as noise.

Actually, they may not be all causing interference in all blocks, and hence, the condition needed

to apply Lemma 4.2 may be weaker than (21). Symmetrically, itcan be shown thatwi−1(b) will

be decoded based on either (22) or (23) ifM∗
b is of the second type. Therefore, we’ve shown

thatwNi(1)
(b) will always be decoded. This concludes the proof.

Now, we show that for the regular network in Fig. 1, any rate satisfying (3) must satisfy the

constraints i) and ii). Thus, the rate (3) is achievable.

Due to the equal separation distanced0 and the power gain model (2), it is convenient to define

Pi = g(id0)P for any i ≥ 1.
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Then,Pi,j = P|i−j| for any i 6= j. According to the monotonicity of the functiong(·), we have

P1 ≥ P2 ≥ · · · ≥ Pn−1. (25)

With this new notation, (3) becomes

R <
1

n− 1
log

(

1 +
P1 + P2 + . . .+ Pn−1

N

)

(26)

where, the total received power corresponds to any one of theboundary nodes, and is the smallest

among all the nodes. The constraints i) and ii) become: For every i ∈ {2, 3, . . . , n− 1},

i) For anyℓ = 1, . . . , i− 2, at least one of the following two inequalities holds:

(ℓ+ n− i)R < log

(

1 +

∑i−1
j=i−ℓ Pj +

∑n−i

j=1 Pj

N

)

(27)

or (n− i)R < log

(

1 +

∑n−i

j=1 Pj
∑i−1

j=i−ℓ Pj +N

)

(28)

ii) For any r = i+ 2, . . . , n, at least one of the following two inequalities holds:

(i+ n− r)R < log

(

1 +

∑i−1
j=1 Pj +

∑n−i

j=r−i Pj

N

)

(29)

or (i− 1)R < log

(

1 +

∑i−1
j=1 Pj

∑n−i

j=r−i Pj +N

)

(30)

Now, we verify that at least one of (27) and (28) must hold. First, note that by the concavity

of the logarithmic function, it follows from (25) and (26) that for any1 ≤ k ≤ n− 1,

kR < log

(

1 +
P1 + P2 + . . .+ Pk

N

)

. (31)

Specially, whenk = i− 1, we have

(i− 1)R < log

(

1 +
P1 + P2 + . . .+ Pi−1

N

)

. (32)

If i− ℓ ≤ n− i+ 1, by (25), we have

i−1
∑

j=i−ℓ

Pj +

n−i
∑

j=1

Pj ≥
n−i+ℓ
∑

j=1

Pj

and thus, by (31) withk = ℓ+ n− i, (27) holds. Otherwise, ifi− ℓ > n− i+ 1, we check the

following inequality

ℓR < log

(

1 +

∑i−1
j=i−ℓ Pj

N

)

. (33)
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If (33) holds, then by (32), (25) and the concavity of the logarithmic function, (27) follows.

Otherwise, if (33) doesn’t hold, i.e.,

ℓR ≥ log

(

1 +

∑i−1
j=i−ℓ Pj

N

)

, (34)

taking the difference between (32) and (34), we have

(i− 1− ℓ)R < log

(

1 +

∑i−ℓ−1
j=1 Pj

∑i−1
j=i−ℓ Pj +N

)

. (35)

Then again by (25) and the concavity of the logarithmic function, we have (28).

Similarly, by symmetry, we can show that at least one of (29) and (30) must hold. Therefore,

we arrive at the following theorem.

Theorem 5.2: For the one-dimensional regular wireless network in Fig. 1,the common rate

(26) is achievable for the all-source all-cast problem withthe omnidirectional relay scheme.

1

2

3

4

5

6

7
8

9

Fig. 4. A general network with nodes clearly ordered by distance.

1

2

3

Fig. 5. A regular network with a clear ordering of nodes by distance.

Remark 5.1: In all the arguments above, obviously, it is not necessary for all the nodes to be

located on a straight line, as long as they can be clearly ordered in terms of the distances, i.e.,

there is a way of labeling the nodes so thatdi,j ≤ di,k for any i < j < k, or k < j < i. One

such example is shown in Fig. 4, and a regular case is shown in Fig. 5. In such cases, Theorem

5.1 or 5.2 still applies.

VI. CONCLUSION

We developed an omnidirectional relay scheme for wireless networks with multiple sources,

where each node can simultaneously relay multiple messagesin different directions by binning
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them into a single signal. This scheme also exploits the broadcast nature of wireless commu-

nication, such that one node helps multiple nodes, and multiple nodes help one node. In the

extreme, this scheme is capable of completely eliminating interference in the whole network,

and specially, for the all-source all-cast problem where all messages are of interest, each node

can benefit from the signals transmitted by all the other nodes. We also demonstrated some kind

of optimality of this scheme by showing that it achieves the maximum rate possible for some

networks if no beamforming is performed.

We proposed a distance-regulated networking framework, which was shown to work well for

some networks. To deal with more general problems, the neighborhoods can be selected not only

based on the topology, but also on other factors such as the communication rates, interference,

etc. It is also possible to make the omnidirectional relay framework presented in Section II more

general by introducing layered coding structure at each node. This will admit superposition coding

for beamforming, and will also make it possible to transmit different messages for different nodes,

as in the basic scheme for the broadcast channel [11]. Much remains to be done.
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